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INTRODUCTION

International trade is an important aspect of today's global economy. It plays a crucial role in the prosperity of countries, as it allows them to specialize in the production of goods and services where they have a comparative advantage, thereby increasing overall economic efficiency. Trade also facilitates the exchange of ideas, culture, and technology, contributing to the development of nations.

The benefits of international trade are manifold. It allows countries to access a wider variety of goods and services than what local production capabilities can offer. This diversity enhances consumer choice and can lead to lower prices due to competition. Moreover, trade can stimulate economic growth by encouraging innovation and improving the quality of products.

However, international trade is not without its challenges. It can lead to job displacement in certain industries, particularly those facing competition from abroad. Additionally, countries may need to address concerns such as labor standards, environmental protection, and fair trade practices to ensure that trade benefits all parties.
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Preface to the first edition

This book has been written primarily, though not exclusively, for students studying business economics as part of a degree, diploma or professional course in business studies. Its main aim is to illustrate how the ideas and perspectives of economists can help us to make sense of the world in which we live and especially to describe and analyse the fundamental processes of production and consumption that are central to our daily lives.

The book’s title has been chosen deliberately to emphasise our belief that a blend of theory and practice provides a much fuller understanding of the business world than one which is either simply abstract and theoretical or alternatively overly descriptive. Moreover, as teachers of business studies and economics we have started from the premise that relative simplicity rather than complexity of presentation makes for a better understanding both by ourselves and our readers. This approach is not meant to be either insulting or patronising, but simply to underlie our conviction – based on many years of experience in teaching and research – that communicating ideas which can at times be complex is always best served by a reader-centred approach.

In choosing the 16 chapters in this book we have attempted to cover all the mainstream topics normally examined within a business economics module/course, while at the same time offering students and tutors a degree of flexibility by adding extra chapters on a number of areas of contemporary interest and relevance. Many of these additional chapters help to provide links with other modules on a business programme and can easily be accommodated within either a modular or linear structure according to particular needs and/or preferences.

In preparing this text we owe a debt of gratitude to many people, not least to our past and present students who have been – and continue to be – a source of inspiration, albeit sometimes unwittingly. To Janice Cox and Zoe Lewin who expertly typed a large part of the text from our scrawled handwriting we offer sincere thanks for their hard work and patience in the face of very trying circumstances. Special thanks must also go to the staff of De Montfort University Library for all their help over the years and particularly to Sadie McClelland, Paula Parish, Laura Prime and Paula Harris at Pearson who have supported us throughout and have kept faith with the project. We also acknowledge the contributions of our colleagues Katherine Duffy and Dean Patton and the views and observations of our anonymous reviewers who provided us with particularly helpful and supportive comments at the draft stage.

As any author will verify, preparing a book invariably imposes a substantial cost on others, particularly one’s family who become increasingly obsessed with the completion date. Well here it is – it is to you, and those no longer with us, that quite rightly we dedicate this book with our thanks for your forbearance and more especially with our love.

Ian Worthington
Chris Britton
Andy Rees

September 2000
We were very pleased by the reactions to the first edition and by the favourable comments from our students and reviewers. We hope that you will find the second edition even better. We have kept the basic format of the first edition but added some new material and some additional features, as well as updating the various tables and case material. All chapters now contain additional mini cases and there are some new (or revised) case studies. We have also introduced key concept boxes to provide further insight into some of the key ideas highlighted in the text.

As ever, we remain grateful to our students and colleagues for their support and words of encouragement. We would also like to thank the library staff at De Montfort University for their invaluable help with the project, particularly David Thompson, Christine Scutt and Jo Webb. Special thanks also go to the team at Pearson for their advice and support throughout the period when this edition was being put together. While it would be too strong to say it’s been an enjoyable experience, it certainly hasn’t been as bad as it might have been without the support of colleagues and friends.

Ian Worthington
Chris Britton
Andy Rees

September 2004
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There is an old joke in business circles about laying every economist in the world end to end and never reaching a conclusion. Underlying this witticism are at least two important and interrelated questions. Why should people in the business world listen to so-called ‘experts’ when they seem unable to agree amongst themselves about everyday issues and events? What can businessmen and women, dealing with day-to-day problems and concerns, really learn from people who tend to operate in a world which appears to be dominated by abstract theories and ideas? Put another way, what benefits can practitioners – and for that matter students possibly contemplating a career in business – gain from studying a subject which can appear at best impractical and at worst irrelevant?

When confronted with questions of this type there is a great temptation to seek refuge in the old adage about undertaking learning for its own sake, but to sceptics this approach usually appears unconvincing and evasive and is, in our view, too defensive. Years of studying, teaching and researching in the broad area of economics has convinced us that the economist’s view of the world – as encapsulated in economic ideas, concepts, theories and models – helps us to understand more fully those aspects of human behaviour which are the very essence of business activity: namely, production and consumption. In the jargon, economics provides us with a framework of analysis which can be useful in interpreting and explaining some of the most important and recurring aspects of human behaviour and experience; it helps us to make more sense of the world in which we live and to explain how, why, and in some cases where and when, situations which we encounter on a regular basis are likely to occur (e.g. why house prices are more expensive in certain parts of the country, why retailers alter their prices, why the cost of borrowing may rise).
The claim is not that studying economics will invariably provide us with the ‘right’ answers to business problems, but that it gives us an insight into the nature of the problems themselves and their possible causes and thus helps decision makers – at home, in firms and in government – to search for solutions which are appropriate to the circumstances with which they are confronted. The economic way of thinking is not a substitute for common sense, intuition or judgement, or for other conceptual and analytical approaches to decision making and problem solving, it is just one part of the intellectual armoury we have at our disposal when called upon to explain or react to a situation; it should be used as and when necessary.

1.2 What is business economics?

There is some dispute in academic circles as to what should be included in a course on business economics and to what extent, as an area of study, it differs from, say, managerial economics or industrial economics; we have no inclination to enter into this debate. To us, business economics is essentially about the firm or enterprise and in particular about the factors which help to influence its decisions concerning the acquisition of productive resources and the transformation of these resources into goods and services to satisfy human needs and wants: it is about the processes of production and consumption. Apart from obvious concerns with costs, revenues and profitability, there is ample empirical evidence to indicate that in a market-based economy business decisions are shaped by a range of other influences including the firm’s objectives, the competitive nature of the market(s) in which it operates and the opportunities and constraints provided by the broader environment in which it exists and carries out its activities. The economist’s view of these influences on business decision making form the subject matter of this book.

Key concept: The economy

Business economics, as we have seen, is concerned with the processes of production and consumption. These processes take place within a geographical area we call the ‘economy’. Often the term is used in a national sense (e.g. as the French or Australian or British economy), but it can be used at other levels as in the case of the ‘local economy’, the ‘European economy’ or the ‘global economy’. An alternative way of defining the term is to see it as the mechanism which allocates scarce productive resources among competing uses (see the discussion below). Under this perspective, we focus on the role of economic actors (e.g. households, firms, governments) who make the choices between the alternative uses of resources and the mechanisms (e.g. markets) which help to coordinate the choices of one individual or group (e.g. a consumer) with those of another (e.g. a firm).
In focusing on production and consumption processes, business economists traditionally seek answers to a number of key questions. These include:

- How can we explain what underlies consumer behaviour?
- What factors affect consumer demand for goods and services?
- How do consumers respond to price signals?
- To what extent is a person’s demand influenced by changes in income or in the prices of competitive products?
- How do firms organise themselves to meet consumer demands?
- What factors influence a firm’s behaviour?
- What is the relationship between a firm’s output, its costs and its profitability?
- How do firms decide on their pricing strategy?
- To what degree does the structure of the market in which a firm operates affect its conduct and performance?
- How far can a firm influence the degree of competition in the marketplace?

These, and other questions, are the ‘stuff’ of business economics; they are also central concerns of decision makers in business organisations.

In examining questions that are essentially to do with demand, supply, markets and prices, business economics looks not only at the influences within a firm’s internal environment, but also at how firms as producers interact with their consumers and with other businesses (e.g. as suppliers, customers or competitors) and to what extent such interactions might affect and explain their behaviour. Increasingly it is also concerned to describe and analyse other aspects of the relationship between a firm and its external environment, including the role of government in shaping business behaviour, the impact of business activity on the natural environment and the nature of the market for resources such as labour. These are issues which we believe should also be examined as part of a business economics course, together with the question of how insights offered by economists can help to shape business strategy.

1.3 The firm in its environment: an overview

1.3.1 A generic model of business activity

In a modern economy most decisions about what goods and services should be produced are taken within an organisational context and even a cursory investigation of the world of business reveals the wide variety of organisations involved, ranging from the small local supplier of a single product (e.g. a local plumber) to the huge, multibillion dollar transnational corporation producing and trading on a global scale (e.g. Ford). While it is possible to identify significant differences between organisations in terms of their relative size, scale of operations, market reach, finance, legal status and so on, all businesses have at least one thing in common: their activities essentially involve the acquisition of productive resources (or ‘inputs’) and the conversion or transformation of these resources into goods or services or other forms of ‘output’ to satisfy the demands of their customers or clients. This process of transformation is illustrated in Figure 1.1.
The linking mechanism in this process is, of course, the firm (or business organisation/enterprise) which is responsible for making a variety of decisions, ranging from resource acquisition through production to marketing and distribution. Implicit in the notion of the firm are those internal aspects of its operations which will have an important influence on the decision-making process, such as the firm’s objectives, its structure, management and organisational culture, and some of these issues are explored in Chapters 2 and 6. For anyone wishing to study this area from an organisational and management point of view we have recommended some of the more recent contributions to the debate in the further reading section at the end of this chapter.

One benefit of portraying business activity in this generic way is that it reminds us that a firm’s decisions on resource acquisition and production are ultimately linked with decisions on consumption and that it is largely through the latter that most businesses are able to acquire and replenish the resources on which production depends. The model also illustrates that what is a resource or input for one organisation is frequently the output of another organisation (e.g. capital equipment, raw materials), whether produced by a firm in the domestic economy or imported from elsewhere. These, and other links, serve to demonstrate the complex and integrated nature of business activity in the early twenty-first century and help to underline the degree to which the fortunes of any one organisation are linked to decisions by both consumers and by other producers, a point readily understood by a business faced with falling demand for its products or supply difficulties, or the all too common problem of bad debts.

1.3.2 The firm’s external environment

Business decisions are not only shaped by internal considerations but also by influences which lie outside the organisation, in what is termed its ‘external environment’. This external environment or context comprises a wide range of spatially diverse influences – economic, political, legal, social, technological, etc. – which affect business activity in a variety of ways and impinge on all aspects of the transformation process through to, and including, eventual consumption. This notion of the firm’s external environment is illustrated in Figure 1.2.

In considering a firm’s external environment, a useful distinction can be made between those factors which tend to have a more immediate effect on the day-to-day operations of the enterprise and those which will tend to have a more general influence on the decisions made by a firm’s management. For most firms the immediate or operational environment...
will include suppliers, labour markets, financiers, customers and competitors, and may also include trading organisations, trade unions and possibly a parent company. In contrast the general or contextual environment comprises those broader macroenvironmental variables – including the economic, political, social, cultural, demographic, legal and technological influences on business – which affect organisations in general and which emanate not only from local and national sources but also from international and supranational developments. This distinction between the two levels of external environment is shown in Figure 1.3.

It is worth noting that this type of analysis can equally be extended to the different functional areas of a firm’s activities such as marketing, human resource management, production or finance, as illustrated in Figure 1.4. This can be useful in at least two ways. First it serves to emphasise how specific activities within a firm are influenced by external factors, thereby underlining the importance of the interface between an organisation’s internal and external environments. Second, by drawing attention to this interface, it reminds us that while decision makers are often able to exercise some degree of control over the internal aspects of the organisation, they often find it very difficult, if not impossible, to control the external environment against which these decisions are made.

Figure 1.2 The firm in its environment

Figure 1.3 Two levels of environment
A comprehensive analysis of the different external factors affecting businesses can be found in our companion book *The Business Environment* (Worthington and Britton 2003); for convenience, in this and the following section we have given a brief summary of some of the key economic influences operating at both the macro and micro levels which can impinge upon business decisions. Links between these variables and the text are indicted by the chapter references (in parentheses).

### 1.4 Macro and microeconomic influences on the firm

A comprehensive analysis of the different external factors affecting businesses can be found in our companion book *The Business Environment* (Worthington and Britton 2003); for convenience, in this and the following section we have given a brief summary of some of the key economic influences operating at both the macro and micro levels which can impinge upon business decisions. Links between these variables and the text are indicted by the chapter references (in parentheses).

### 1.4.1 Macroeconomic

The macroeconomic environment of the firm comprises those broad economic aggregates which are part of the background against which individual business decisions are made; these include such considerations as employment/unemployment levels, growth rates, inflation rates, external trade patterns and the overall level and pattern of economic activity. The rate of inflation, for example, can affect not only the willingness and ability of a business to borrow money to invest in producing output, but may also influence consumer spending plans and this in turn may have an impact on a firm’s output and investment decisions. Levels of employment/unemployment can affect businesses not only through the impact on the labour market (see Chapter 13), but also through their potential effect on consumption, given that rising unemployment tends to result in a fall or a slowing down in the rate of consumer spending in the economy.

An important influence within this macroeconomy of business is the democratically elected government which plays a key role in setting objectives for the economy as a whole and can, through the use of fiscal and monetary policy have a major impact on both the demand and supply side of business activity (see Chapter 12). Equally, through policy and/or legislation of a more direct and targeted kind, government can be influential in shaping business decisions in a wide variety of areas, ranging from where to locate the enterprise to whether a merger with other organisations is either desirable or possible (Chapter 11).
1.4.2 Microeconomic

Microeconomic influences are those which operate at the level of the individual business organisation or within the market or industry in which a firm operates. Foremost amongst those would be the influence of suppliers, customers and competitors – encapsulated in Porter’s model of the five forces affecting firms in competitive markets (see Chapter 7).

As far as suppliers are concerned, firms tend to be confronted with a number of important questions concerning sources of supply: for example, what is the relative cost and reliability of buying from alternative suppliers; is it better to produce a good or service ‘in-house’ or to buy it in from another organisation (see Chapter 2); is the firm the source or recipient of pressures within the supply chain which have an impact at operational level (Chapter 14)? The answers to these, and other supply-side questions, will ultimately have an impact on the firm’s costs of production and hence – other things being equal – on its profitability as an organisation (Chapter 5).

Customers and competitors are no less important to a firm’s fortunes and their relevance to business decisions can be illustrated in a variety of ways. A business, for instance, needs ideally to understand which factors are likely to affect an individual’s demand and to consider how price, or other variables, can be manipulated to influence consumer buying decisions (Chapter 3). The extent to which a firm is able to manipulate such variables tends to depend to a large degree on market conditions and in particular on the nature and level of competition it faces from other producers in the market (Chapter 7). In short, the market structure within which a firm operates (especially the degree of actual and potential competition) is likely to affect the decisions it takes and potentially the outcome of those decisions – a view exemplified by the Structure–Conduct–Performance model discussed in Chapters 7 and 8.

Mini case

VW issues profit warning

The importance of macroeconomic influences on business prospects is well illustrated by the problems recently experienced by Europe’s major car producers, including multinationals such as Ford, General Motors and Toyota. Faced with a combination of poor consumer demand, a strengthening euro and downward pressure on prices, Europe’s car makers have struggled to reach the levels of profitability to which they have aspired. Volkswagen, for instance, warned (in March 2004) that its earnings in the first quarter of the year would be very poor largely because of falling sales and a strong euro, and announced a further 5000 job losses in an attempt to cut its costs substantially by the end of 2005. One area of concern for VW has been the sales performance of the revamped Golf, with the company forced to slash prices and offer free air conditioning in an attempt to encourage buyers in the face of fierce competition in the European market. All is not bad news, however. In 2003 VW sold more cars in China than it did in Germany in a market where potential sales number in billions.
To highlight the links between business decision making and the study of economics, it is useful to begin with a review of some of the key concepts familiar to the economist. These include:

- scarcity and choice
- opportunity cost
- resource allocation
- firm
- market
- industry.

A case of competition

The importance of changing conditions in a firm’s or industry’s operational environment is well illustrated by the case of French winemakers who have been experiencing a significant decline in sales in both their domestic and export markets. In 2003, French wine exports fell by around 10 per cent, while domestic sales declined by almost 5 per cent. On average, French consumers each drank about 58 litres of wine in 2003, compared to over 100 litres per person throughout the 1960s; restaurant sales of wine were also down substantially during the same year. As a result of this decline, the price of French vineyards has fallen and many small, independent producers in the Bordeaux region are evidently on the verge of bankruptcy.

What are the factors responsible for this downturn in the fortunes of one of France’s emblematic industries? The answer seems to be a combination of competitive and socio-political changes. On the competitive front, competition from quality wine producers in Australia, New Zealand, California and Chile has affected wine exporters who have found it increasingly difficult to compete against powerful global brands which are very price competitive. The choice for consumers is now greater than ever and the popularity of ‘new world’ wines has been bolstered by the use of technology, which has guaranteed consistent quality products, and by huge marketing budgets aimed at promoting rival brands.

As far as the domestic market is concerned, French producers blame the decline on changing social trends and in particular on the impact of recent government health warnings about over-indulgence. They also argue that stricter drink-driving laws and restrictions on advertising have made it difficult to halt the decline in the industry’s fortunes. Added to this, other social changes have been blamed for falling consumption of red wine. For example, shorter lunch breaks have meant that many potential consumers now take a meal on the move, while a growing number of younger French drinkers appear to prefer sweeter, mixed drinks to the drier and often more acidic wines associated with famous areas such as Bordeaux.
1.5.1 Economic scarcity

As indicated above, economics is concerned with how society tackles the basic problem of resource allocation. At the heart of this problem lie the concepts of scarcity, choice and opportunity cost.

To the economist, scarcity is the idea that no society ever has sufficient resources to meet all the actual and potential demands for those resources. Scarcity, in other words, is a relative concept and is one which can be applied to the situation faced by individuals, firms, governments and society in general. At the macro level, for example, scarcity implies that the total goods and services that people would like to consume consistently exceed the economy’s capacity to produce them, i.e. society’s demands are infinite (unlimited), whilst its resources such as land, labour and capital are finite (limited). At the micro level the term tends to be applied to situations in which individual or collective needs and wants consistently outstrip the financial means available to satisfy them, as exemplified by the inability of governments to provide the best health care, education, defence, public transport, and so on, at a time and place and of a quality demanded by the user.

1.5.2 Choice

Scarcity and choice go hand in hand. Given that individuals, firms, governments and society in general are unable to meet all their demands, it follows that choices have to be made concerning how the available resources should be used. An individual, for instance, might have to choose between changing the car or going on a foreign holiday; a firm might have to decide between increasing its expenditure on research and development or building a new administration block. Governments, too, face similar dilemmas: more spending on health or education or welfare? The choices that are ultimately made – both individually and collectively – determine how resources are allocated within the economy.

Scarcity and the ivory tower

Scarcity – and the resultant choice and opportunity cost – is a fact of life, equally relevant to the experience of the individual as to businesses or government. Take the case of the typical university student living on limited financial resources and faced with bills for tuition, accommodation, food, travel, textbooks, drink and so on. Consider some of the choices and sacrifices students face. How far shall I go into overdraft; how can I economise on food; can I do without buying books; how can I limit my drinking; do I need to get a job whilst I am studying? For many students questions such as these are fundamental and reflect the economic problem of relative scarcity. To make matters worse, scarcity applies to time as well as to financial resources. Students who have jobs, for example, have less time to study and/or sleep. The inveterate party goer or drinker sacrifices time that could be spent on completing assignments or researching a project. If it is any consolation, your tutors also incur opportunity costs resulting from choices such as these, not least the extra time and effort required to decipher last-minute student essays.
1.5.3 Opportunity cost

As everyone is aware, making a choice between alternatives inevitably involves a sacrifice: what might broadly be called a ‘cost’. Whereas an accountant usually measures cost in monetary terms (e.g. cost of labour, overheads), the economist also takes into consideration the opportunity that has been sacrificed of taking an alternative course of action. This sacrifice represents the opportunity cost or real cost of a decision between alternatives. Thus the real cost of an extra £1 billion spending on the NHS is £1 billion not spent on education (or public transport or roads, etc.); the firm’s decision to build a new administration block means that it has sacrificed the opportunity of spending more on research and development or some other area of corporate investment (see Appendix 1.1).

Key concept: Cost – thinking like an economist

‘Cost’ is a fundamental concept and one you might assume is readily understood by all. Ask an accountant and an economist to explain the meaning of cost, however, and you will get a different answer. To the accountant cost represents what has been expended on inputs into the production process in order to produce output: the amount spent on wages, materials, energy, overheads and so on. These are the ‘monetary values’ associated with using resources. The economist, in contrast, is concerned with the ‘real values’ of resource utilisation. The measurement of cost, in other words, also contains a calculation of the opportunities that have been lost or the alternatives that have been sacrificed in deciding on a particular course of action. An accountant would tell you that the cost of buying this book is the price you paid for it when you purchased it; the economist would say that its real cost was what else you could have done with your money – the missed opportunity of spending your cash on something else. Perish the thought!

1.5.4 Resource allocation

As indicated above, from a societal point of view, the significance of the existence of economic scarcity is that it gives rise to a need to allocate resources among alternative uses. This basic problem of resource allocation poses three major dilemmas for any society:

- **What** should the available resources be used for? That is, what goods and services should be produced (or not produced) with the given resources?
- **How** best should the resources be used? For example, in what combinations, using what techniques and what methods?
- **For whom** should the goods or services be produced and distributed? Who gets what, how much and on what basis?

The ways in which a society solves these problems indicates the type of economic system it possesses (see Appendix 1.2). In a market-based economy, the market mechanism is the key to resource allocation with the price synchronising the actions of buyers and sellers. In contrast, in planned or command economies, the state and its agencies are largely responsible for deciding on questions of production, distribution and allocation.
In practice, of course, allocative decisions tend to be solved in a variety of ways – including barter, price signals and the market, queuing and rationing, government instruction and corruption – whatever the economic and political system in force at the time. The fact that a country has a market-based system does not mean that all decisions on resource allocation will inevitably be determined by price; apart from the key role of government in production and consumption decisions, businesses, too, sometimes make buying and selling decisions based on factors other than price (e.g. when a manager chooses to use a supplier because he/she is a friend).

1.5.5 Firm

The concept of firm (or enterprise) implies deliberate organisation for productive purposes; it evokes notions of ownership and control, direction and coordination, and processes of decision making and risk taking. As indicated previously, the structures to which the term can be applied range from the very simple type of business enterprise owned and run by one person to the highly complex, multinational corporation, with component elements (units) spread across the globe and operating with different degrees of autonomy at different times and/or in different locations.

Whereas traditional (neo-classical) theories of the firm generally treat the business organisation in a highly abstract way, more recent contributions recognise the complexities of entrepreneurial activity and provide a more realistic view of the role of firms in converting inputs into outputs. Firms are no longer simply viewed as entities with a collective mind which responds in a predictable way in pursuit of profit maximisation; they are seen as shifting arenas of decision making in which different stakeholder groups – often with conflicting objectives and different degrees of power and influence – operate (see also Chapter 15). Chapter 6 examines some of the major discussions on a firm’s objectives; Chapter 2 looks at the notion of transaction costs and highlights the problem of identifying where the ‘boundary of a firm’ is drawn.

1.5.6 Industry

An industry is normally defined according to the technical and physical characteristics of the output it produces; it comprises all businesses producing goods within the particular category under investigation (e.g. the brewing industry; the car industry). In the UK, for instance, the Standard Industrial Classification (SIC) of economic activity is used as the official means of classifying industries. This system of classification – whilst not without its problems – provides data at a substantial level of disaggregation and allows acceptable comparisons to be made both over time and between countries.

1.5.7 Market

A market is an exchange mechanism which brings together buyers and sellers; in essence it is any situation in which someone wishing to buy and someone wishing to sell come together to effect an exchange. This meeting may be face to face, but it frequently involves other forms of contact (e.g. phone, fax, mail, email, internet) where buyers and sellers do not physically meet. In short, a market is not confined to any particular geo-
graphical location; the emphasis is not on place but on the activity of buying and selling (i.e. demand and supply). As a consequence, it is sometimes difficult to decide – as in the case of the terms ‘firm’ and ‘industry’ – where to draw the boundary of a market (e.g. is the market for real ale separate from the market for other beer products or, for that matter, for alcoholic drinks generally?).

1.6 Key themes

A number of key themes run through the text and it is useful to draw attention to these at this point.

1.6.1 Blending theory and practice

Economic theory provides useful insights into the world of business and it will be clear from the analysis below that many of the preoccupations of the economist (e.g. prices, costs, supply, demand, competition, markets) are of central relevance to managers. Theory, however, should not replace practice, but should be used in conjunction with it, wherever possible, to aid our understanding of business decisions and managerial action.

1.6.2 Blending old and new

Many economic theories and models can appear abstract and unrealistic (e.g. perfect competition) and this has done much to blacken the name of economics in the eyes of businessmen and women. Some of the more recent developments in the field appear to have been more favourably received by the business community (e.g. Porter’s five-forces model) and it is tempting to concentrate on these alone. We believe that a better option is to blend some of the neo-classical approaches with some of the more modern insights into how business organisations operate; in our opinion a synthesis of the two provides a fuller understanding of the influences on business decisions.

1.6.3 Micro and macro perspectives

Business economics has traditionally had a microeconomic focus, with the emphasis on firms, industries and markets, rather than on economy-wide aspects. While this is a legitimate approach, ignoring the macroeconomic influences on firms seems to us to provide only a partial view of the factors which affect a firm’s operations and decisions. Some discussion of the macroeconomic context against which business activity occurs is both desirable and valuable (see Chapter 12).

1.6.4 Thinking about variables

Like practitioners, economists recognise that buying and selling activity is not static; it varies according to the underlying determinants such as price, the number of substitutes available, seasonal influences and so on. Identifying the variables, the relationships
between them and how they can affect the eventual outcome is one of the keys to thinking like an economist. Another is recognising that decisions need to be viewed against a time context; what might be appropriate in the short term is not necessarily advisable/possible in the longer term, or vice versa.

1.6.5 Thinking incrementally

On the whole, choices by individuals and firms about production and consumption tend to involve small (i.e. incremental) adjustments to existing behaviour (e.g. buying or producing a little bit more (or less) of a good or service) rather than all-or-nothing decisions. Such marginal changes are central to the analysis in a number of the following chapters (e.g. Chapters 3 and 5).

1.6.6 Thinking about linkages

Business economics is not a discrete discipline; it is an area of study which draws heavily on economic concepts, theories and models, but which also utilises ideas and approaches from other subject areas including marketing and human resource management. While this blending of knowledge may be anathema to the purist, we strongly believe that an eclectic approach is to be encouraged; it is, after all, central to the whole concept of a business studies degree.

1.7 The structure of the book

We have divided the book into five main sections, grouping chapters into what we hope appears to be a logical order. As anyone teaching in this field will recognise, it is very much a question of personal choice of how to handle the large amount of material normally covered in a course on business economics. Readers and tutors are at liberty to switch chapters around to suit their own needs or preferences.

Following a general discussion of business economics and the internal environment of the firm in this opening section, we turn our attention to what are normally the core areas of study for students of business economics. Section 2 looks at the key processes of consumption and production, focusing on the central concepts of demand and supply and how these relate to notions such as consumer behaviour, costs and profits. While profit is seen to be a major driving force influencing the behaviour of private sector businesses, Chapter 6 illustrates that this is only one of the objectives a firm may pursue and which can shape its operations and decisions.

In Section 3 we examine the idea of markets and prices, looking at important questions such as how the structure of the market in which a firm operates can influence its conduct and performance and what insights economists can offer with regard to how prices are determined under different market conditions. In keeping with the subtitle of this book we also look at different pricing strategies used by business organisations in the ‘real’ world and at how firms in international markets can be affected by factors such as fluctuating exchange rates.
In the fourth section we examine a number of areas of contemporary relevance which frequently give rise to interactions between government, firms and markets. Depending on the subject matter, the approach to the material in this part of the book is at certain times theoretical and at other times empirical. Moreover the analysis is sometimes at the micro level and sometimes at the macro level. To us this is consistent with our view that a subject such as business economics needs a flexible and eclectic approach: one which attempts to blend theory and practice and which draws from different disciplines and subject areas in trying to understand the various influences on business decisions.

In the final section we look at some of the links which exist between the study of business economics and business decision making and how decision makers can obtain and analyse data and information to guide their actions. We see Section 5 very much as a bridge to subsequent areas of study in an undergraduate business programme and one which, we hope, will underpin the reader’s understanding of the integrated and multi-disciplinary nature of a degree or diploma course in business studies.

Within each chapter we have used a standardised layout for the convenience of the reader. Every chapter starts with a specification of the chapter’s objectives, followed by the main text which is split into numbered sections. Key terms are highlighted in blue bold letters on the first occasion they appear, when a definition is also provided in the margin. Most of these terms are subsequently highlighted elsewhere in the text. We have also added key concepts in order to provide the reader with a discussion of some of the pertinent ideas identified in each chapter.

All chapters contain several mini cases within the text to highlight key discussion points and end with a case study, many of which use examples from both UK and international sources. As with much of the text, some of the case study and mini case material is generic in nature and is therefore applicable to students of all nationalities. At the end of each chapter there are several review and discussion questions and assignments designed to encourage readers to test their understanding and application of the material from the chapter. The chapters conclude with suggested further reading and, in some cases, with appendices relating to the text.

Choosing a route through the text

Every university and college degree or diploma course/module in business economics is to a certain extent unique to the institution. Moreover, students joining a particular business studies programme come from different educational backgrounds, with varying amounts of knowledge and understanding of the subject matter. In the planning and execution of this book we have attempted to take both of these factors into consideration.

In providing 16 chapters built around a common core found in most business economics courses (or modules), we have attempted to provide a text which is relevant yet flexible and which can suit the demands of both a linear degree and a one-term or one-semester modular programme. Where students have little or no prior knowledge of economics and only require a relatively non-technical introduction to the subject matter, we would recommend Chapters 1–3, 5–10 and Chapter 12 as a useful course structure.
Where necessary this can be supplemented with other chapters, depending on the degree of complexity required (e.g. Chapters 4 and 16) and/or the wish to examine issues of contemporary interest (e.g. Chapters 13 and 14) or of relevance to later parts of the degree programme (e.g. Chapter 15).

While accepting that no book can ever hope to satisfy everyone’s needs simultaneously or cover every possible topic which could be included under the title ‘business economics’, once again we would welcome your views on how we could improve on the current text. As we aim to demonstrate below, in a competitive marketplace, the views of the customer must remain paramount if the ‘product’ is to have a successful and extended life cycle! We would like to think that this second edition of the book provides some evidence of our commitment to giving our customers what they want!

1.9 Conclusion

A primary aim of the firm in a capitalist economy is to be profitable by producing and/or selling a good or service for more than it costs the organisation to make or acquire. In seeking to achieve this objective, business decision makers have to make choices about what products to produce, where to acquire the necessary resources, whether to provide a service in-house or buy it in, what prices to charge customers, how to respond to competitor decisions, what markets to operate in and so on. These are key questions for any business organisation; they are equally central concerns within the field of business economics.

In asking questions about what shapes business behaviour and the broader environment in which that behaviour occurs, economists make use of an array of concepts, models, theories and analytical techniques to help us understand the day-to-day processes of production and consumption. Using the economist’s ‘toolkit’ helps to enhance our understanding of the world in which we live and both complements and augments knowledge and insights derived from other disciplines as well as from practical experience. For students studying at degree, diploma and professional level, business economics is a key component of a business studies programme, alongside subjects such as accounting, human resource management, law, marketing and statistics.

Case study

Problems at Rover

In the mid-1990s, BMW acquired Rover cars from British Aerospace and with it a number of famous brand names which included MG, Land Rover and the Mini. Some five years later, the German car manufacturer announced its decision to break up the Rover Group, divesting itself of the Rover Car Company, getting rid of the old Mini brand and selling off Land Rover. This decision – announced in March 2000 – came at a time when the British government had indicated its willingness to subsidise expansion at the Longbridge plant and ran counter to the general trend towards motor industry takeovers and alliances which were seen as a key to company survival.
The evidence suggests that BMW’s decision was driven first and foremost by commercial considerations. Having acquired Rover and invested in a number of new models, the parent company subsequently saw a decline in sales of the Rover brand and in Rover’s share of the UK car market (e.g. in January 2000, market share was just over 5 per cent; by comparison, it had been 40 per cent in the 1960s). Estimates suggest that prior to the announcement Rover was costing BMW around £2 million a day, with losses in 1999 said to be in the region of £800 million. Far from enhancing BMW’s profitability, Rover appears to have been something of a liability to the parent company, hence the decision to sell off the profitable parts of the group and to dispose of the others as cheaply as possible.

A number of factors have been put forward to explain the underlying causes of the decline in Rover’s fortunes. These centre around questions of demand, supply, cost, price and competition, concepts which are readily familiar to the business economist.

- **Supply** – there was over-capacity in the world car market, making trading conditions difficult for mass production car firms. Many Rover cars had to be stockpiled at considerable cost to the company.

- **Demand** – despite the critical acclaim afforded the new Rover 75 model, Rover cars were not generally selling in sufficient quantities in the showrooms. UK consumers appeared reluctant to buy new cars in the expectation that car prices would fall because of excess supply and pressure on car manufacturers by the UK competition authorities.

- **Costs** – while there had been significant productivity gains in Rover plants, BMW was not able to deliver the kind of economies of scale and improvements in productivity needed to save the relatively ageing Longbridge plant.

- **Prices** – with most components sourced in the UK and a strong £/Dmark exchange rate, Rover cars were more expensive in export markets.

- **Competition** – Rover models faced severe competition from larger car producers which enhanced the importance of reducing unit costs and selling at competitive prices. Sterling’s strength affected BMW’s investment plans.

- **Other factors** – BMW executives claimed that the UK’s failure to join the ‘euro’ had been a contributory factor in its decision to dispose of Rover. Press reports of continuing problems with BMW’s relationship with Rover seem to have been fuelled by adverse remarks by BMW executives.

BMW eventually sold Rover in May 2000 to the Phoenix consortium for a token £10. At the time, doubts were expressed concerning the longer-term viability of the Longbridge plant as a site for mass car production. Some four years on, these doubts still remain following the announcement by Rover’s parent company, Phoenix Venture Holdings, that it was looking to develop a series of joint ventures to produce new and existing models in such countries as Poland, China and Malaysia (see, for example, *The Observer*, 4 April 2004).
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Review and discussion questions

1 If you were being interviewed for a job, how would you convince your interviewer that studying business economics was useful for a career in business?

2 How does economic scarcity differ from shortages? Are there any goods which are not scarce?

3 The Millennium Commission contributed hundreds of millions of pounds of public money to the Millennium Dome project. How would an economist calculate the ‘real cost’ of this enterprise?

4 With regard to Figure 1.5, explain the following: (1) Why is the production possibility function a curved rather than a straight line joining x and y? (2) What can you deduce about a firm currently operating at point w, i.e. producing Ou units of A and Ot units of B? (3) Under what circumstances could the firm operate at point r?

Assignments

1 Imagine you own a small shop selling groceries, newspapers, cigarettes, etc. A number of your regular customers have asked you to provide a range of fresh sandwiches which they are likely to purchase on a daily basis. Draw up a list of the anticipated costs and benefits of providing this service (hint: think like an economist).

2 Given the over-capacity in the world car market referred to in the case study, what do you predict are likely to be the consequences for mass production car firms?

Further reading

Economics and business texts


The idea of opportunity cost can be illustrated diagrammatically using what is called a ‘production possibility curve or function’. In essence this curve illustrates the maximum output that can be achieved for two alternative goods or services, given the current level of resources available and assuming that there is maximum efficiency in production. In Figure 1.5 the firm (or country) uses its resources to produce two products, A and/or B. Using all its resources to produce just A would result in a maximum output of Ox units of A and no units of B, while using them just for producing B would yield Oy units of B and no units of A. Joining the two points x and y gives all possible combinations of output of the two goods that can be achieved by the firm (or country) given current resources (e.g. Os units of A and Ot units of B or Ou units of A and Ov units of B). As can be seen in Figure 1.5, producing more of one product involves sacrificing a certain level of output of the other: this is the opportunity cost.

You can develop your understanding of this idea by attempting question 4 in the Review and discussion questions on p. 19.
Appendix 1.2 Scarcity, choice and resource allocation

Figure 1.6 Economic systems
The production of goods and services in our economy takes place mainly within organisations, whether in the private sector or the public sector. Early business economists saw the business organisation as a ‘black box’ which, irrespective of its legal form or internal structure, acted as a single decision-making unit whose objective was to maximise profit. It was seen as powerless in the face of market conditions. Given these assumptions it was therefore deemed unnecessary to consider the internal organisation of the firm.

Over time this view has changed. The debate over ownership and control has questioned the objective of profit maximisation (see Chapter 6). The firm is no longer seen as powerless in the face of market forces and there is an acceptance that the firm is actually made up of a coalition of individuals, all of whom might have conflicting interests. It has become necessary, therefore, to look at the internal structure of organisations and the ways in which decisions are made. In this chapter we look at the types of business organisation which exist – their legal status and their organisational structures – in both the private and the public sectors, using the UK as our example. Similar structures exist in most other countries.

Consideration is also given to three relatively new theoretical approaches in business economics concerning the organisation for production:
transactions cost economics which asks the question, why do firms exist at all?
other approaches to the existence of firms, for example the resource-based view;
principal–agent theory which looks at the way in which the interests of the various individuals and groups within the firm can be aligned.

The chapter ends with a consideration of two alternatives to the firm as the basic unit of production – networking and the virtual organisation.

2.2 Legal structures

2.2.1 Private sector organisations

The choice of legal structure is a complex one and, for businesses in the private sector, the choice of legal structure has important implications. Amongst the factors which the aspiring entrepreneur has to take into account when deciding what form of business enterprise to establish are:

- the degree of personal liability;
- the willingness to share decision-making powers and risks;
- the cost of establishing the business;
- the legal requirements concerning the provision of public information;
- the taxation position;
- commercial needs, including access to capital;
- business continuity.

Important issues like the objectives of the organisation or who its stakeholders are will have an impact upon legal structure. Once the legal structure has been determined, this in turn will impact upon these determining factors. Profit maximisation, for example, is much more likely to be the objective of the sole trader or partnership since any profits will accrue directly to the owners. In companies where decisions are taken by managers rather than owners, there is the possibility of a conflict of goals.

The sole trader

A sole trader (or sole proprietor) is a business owned by one individual who is self-employed. Normally using personal funds to start the business, the sole trader makes all of the operational and strategic decisions regarding the firm. All profits which result from the operation of the business accrue to the owner and it is common for sole traders to reinvest a considerable proportion of these in the business. In the case of losses, these too are the responsibility of the sole trader who has unlimited personal liability for the debts of the business.

Despite this major disadvantage, sole proprietorship tends to be the most popular form of business organisation numerically (see the mini case on legal structures, p. 32). In some sectors – notably personal services, retailing, building – the percentages are even higher. Why is this the case?
Part of the reason for this is the relative ease with which an individual can establish a business of this type. Despite some minor restrictions concerning the use of a business name, firms with a turnover less than £58,000 (in 2004/05) do not have to register for value added tax and there is no requirement to file annual reports except for tax purposes.

Many sole proprietors are individuals who enjoy being their own boss – they have almost complete control over the running of the business and are likely to be highly motivated. In addition to this ‘pull’ factor, the ‘push’ of unemployment is often an important factor and one which clearly accounts for some of the growth in the number of small businesses in the UK in the 1980s.

There are, however, problems in being a sole trader – there is a very high mortality rate amongst businesses of this kind, particularly during a recession. Reasons for this include cash flow problems from late payment of bills, the effects of increased competition, higher interest rates and falling demand. These problems affect all businesses but there are some which are specific to small firms, such as lack of funds for expansion, poor marketing, lack of research of the marketplace and insufficient management skills. Where such constraints exist, the sole trader may be tempted to look to others to share the burdens and the risks by establishing a partnership or cooperative or limited company.

The partnership

A partnership is the voluntary combination of between two and 20 individuals who work together in business, although some partnerships of over 20 are allowed, especially in professional services. Like the sole trader, this form of business organisation does not have its own distinct legal personality and hence the owners – the partners – have unlimited personal liability both jointly and severally. The Partnership Act (1890) lays down a minimum code which governs the relationship between partners but it is common practice for partnerships to have their own Deed of Partnership or Articles which clarify issues like the share of partners in the capital and profits or losses and provide the legal framework within which the enterprise exists and its co-owners operate.

The main advantage of partnerships over being a sole trader is that they permit the sharing of responsibilities and tasks, and it is common in a partnership for individuals to specialise to some degree in particular aspects of the organisation’s work. Added to this is the wider access to capital for the business. These two factors alone tend to make a partnership an attractive proposition for some would-be entrepreneurs, whilst for others, the rules of their professional body – which often prohibits its members from forming a company – effectively provide for the establishment of this type of organisation.

On the downside, the sharing of decisions and responsibilities may represent a problem, particularly where partners are unable to agree over the direction the partnership should take or the amount to be reinvested in the business, unless such matters are clearly specified in a formal agreement. A more intractable problem is the existence of unlimited personal liability. To overcome this problem, many individuals, especially in manufacturing and trading, look to the limited company as the type of organisation which can combine the benefits of joint ownership and limited personal liability – a situation not necessarily always borne out in practice.
Limited companies

In law a company is a corporate association having a legal identity in its own right. This means that all property and other assets owned by the company belong to the company and not to its members (owners). By the same token, the personal assets of its members (the shareholders) do not normally belong to the business, such that in the event of insolvency an individual’s liability is limited to the amount invested in the business.

Companies are essentially business organisations consisting of two or more individuals who have agreed to embark on a business venture and who have decided to seek corporate status rather than to form a partnership. Such status could derive from an Act of Parliament or a Royal Charter, but is almost always nowadays achieved through ‘registration’, the terms of which are laid down in the various Companies’ Acts. Under the legislation – the most recent of which dates from 1985 and 1989 – individuals seeking to form a company are required to file numerous documents, including a Memorandum of Association and Articles of Association, with the Registrar of Companies. If satisfied, the Registrar will issue a Certificate of Incorporation, bringing the company into existence as a legal entity.

Under British law a distinction is made between public and private companies. Public limited companies (plcs) – not to be confused with public corporations which are state-owned businesses – are those limited companies which satisfy the conditions for being a ‘plc’. These conditions require the company to have:

- a minimum of two shareholders;
- at least two directors;
- a minimum (at present) of £50,000 of authorised and allotted share capital;
- the right to offer its shares (and debentures) for sale to the general public;
- a certificate from the Registrar of Companies verifying that the share capital requirements have been met;
- a memorandum which states it is to be a public company.

A company which meets these conditions must include the title ‘public limited company’ or ‘plc’ in its name and is required to make full accounts available for public inspection. Any company unable or unwilling to meet these conditions is therefore, in the eyes of the law, a private limited company, normally signified by the term ‘Limited’ or ‘Ltd’.

Like the public limited company, the private company must have a minimum of two shareholders, but its shares cannot be offered to the public at large, although it can offer them to individuals through its business contacts. This restriction on the sale of shares, and hence on its ability to raise considerable sums of money on the open market, normally ensures that most private companies are either small or medium-sized, and are often family businesses operating in a relatively restricted market, although there are some notable exceptions to this general rule (e.g. Clarks Shoes, Virgin). In contrast, public companies – many of which began life as private companies prior to ‘going public’ – often have many thousands, even millions, of owners (shareholders) and normally operate on a national or international scale, producing products as diverse as computers, petrochemicals, cars and banking services. Despite being outnumbered numerically by their private counterparts, public companies dwarf private companies in terms of their capital and other assets, and their collective influence on output, investment, employment and consumption in the economy is immense.
Both public and private companies act through their directors. These are individuals chosen by a company’s shareholders to manage its affairs and to make the major decisions concerning the strategic direction of the company. The appointment and powers of directors are outlined in the Articles of Association (the ‘internal rules’ of the organisation) and so long as the directors do not exceed their powers, the shareholders do not normally have the right to intervene in the day-to-day management of the company. It is usual for a board of directors to have both a chairperson and a managing director, although many companies choose to appoint one person to both roles. The managing director, or chief executive, fulfils a pivotal role in the organisation by forming the link between the board and the management team of senior executives. Central to this role is the need not only to interpret board decisions but to ensure that they are put into effect by establishing an appropriate structure of delegated responsibility and effective systems of reporting and control (organisational structure is considered in Section 2.3). This close contact with the day-to-day operations of the company places the appointed individual in a position of considerable authority and they will invariably be able to make important decisions without reference to the full board. This authority is enhanced where the managing director is also the person chairing the board of directors and/or is responsible for recommending individuals to serve as executive directors (i.e. those with functional responsibilities such as production, marketing, finance).

Like the managing director, most, if not all, executive directors will be full-time executives of the company, responsible for running a division or functional area within the framework laid down at board level. In contrast, other directors will have a non-executive role and are usually part-time appointees, chosen for a variety of reasons including their knowledge, skills, contacts, influence, independence or previous experience. Sometimes a company might be required to appoint such a director at the wishes of a third party, such as a merchant bank which has agreed to fund a large capital injection and wishes to have representation on the board. In this case, the individual tends to act in an advisory capacity – particularly on matters of finance – and helps to provide the financing institution with a means of ensuring that any board decisions are in its interests.

In Britain, the role of company directors and senior executives in recent years has come under a certain amount of public scrutiny and has culminated in a number of enquiries into issues of power and pay. In the Cadbury Report (1992), a committee, with Sir Adrian Cadbury as chairperson, called for a non-statutory code of practice which it wanted to be applied to all listed public companies. Under this code, the committee recommended:

- a clear division of responsibilities at the head of a company to ensure that no individual had unfettered powers of decision;
- a greater role for non-executive directors;
- regular board meetings;
- restrictions on the contracts of executive directors;
- full disclosure of directors’ total enrolments;
- an audit committee dominated by non-executives.

The committee’s stress on the important role of non-executive directors was a theme taken up in the Greenbury Report (1995) which investigated the controversial topic of executive salaries in the wake of a number of highly publicised pay rises for senior company directors. Greenbury’s recommendations included:
full disclosure of directors’ pay packages, including pensions;
- shareholder approval for any long-term bonus scheme;
- remuneration committees consisting entirely of non-executive directors;
- greater detail in the annual report on directors’ pay, pensions and perks;
- an end to payments for failure.

Greenbury was followed by a further investigation into corporate governance by a committee under the chairmanship of ICI chairman Ronal Hampel. The Hampel Report (1998) called for greater shareholder responsibility by companies and increased standards of disclosure of information; it supported Cadbury’s recommendation that the role of chairman and chief executive should normally be separated. As might have been anticipated, the Hampel Report advocated self-regulation as the best approach for UK companies. Time will tell how far public companies are prepared to go to implement the various recommendations and whether self-regulation will be sufficient to ensure compliance with the spirit as well as the letter of the law.

For a further discussion, see also Chapter 6.

Cooperatives

Consumer cooperative societies

Consumer societies are basically ‘self-help’ organisations which have their roots in the anti-capitalist sentiment which arose in mid-nineteenth-century Britain and which gave rise to a consumer cooperative movement dedicated to the provision of cheap, unadulterated food for its members and a share in its profits. Today, this movement boasts a multibillion pound turnover, a membership numbered in millions and an empire which includes 3000 food stores, numerous factories and farms, dairies, travel agencies, opticians, funeral parlours, a bank and an insurance business. Taken together, these activities ensure that the ‘Co-op’ remains a powerful force in British retailing.

Although the cooperative societies, like companies, are registered and incorporated bodies – in this case, under the Industrial and Provident Societies Act – they are quite distinct trading organisations. These societies belong to their members (i.e. invariably customers who have purchased a share in the society) and each member has one vote at the society’s annual meeting which elects a committee (or board) to take responsibility for running the organisation. This committee appoints managers and staff to run its various stores and offices and any profits from its activities are supposed to benefit the members. Originally this took the form of a cash dividend paid to members in relation to their purchases, but this has largely disappeared, having been replaced either by trading stamps or by investment in areas felt to benefit the consumer (e.g. lower prices, higher-quality products, modern shops, etc.) and/or the local community (e.g. charitable donations, sponsorship).

The societies differ in other ways from standard companies. For a start, shares are not quoted on the Stock Exchange and members are restricted in the number of shares they can purchase and in the method of disposal. Not having access to cheap sources of capital on the stock market, cooperatives rely heavily on retained surpluses and on loan finance, and the latter places a heavy burden on the societies when interest rates are high. The movement’s democratic principles also impinge on its operations and this has been a bone of contention in recent years as members have complained about their increasing remoteness from decision-making centres. Some societies have responded by encouraging the
development of locally elected committees to act in an advisory or consultative capacity to the society’s board of directors and it looks likely that others will be forced to consider similar means of increasing member participation, which still remains very limited.

**Mini case**

**The Co-op**

The main consumer cooperative in the UK, the Co-op, reported a 41 per cent increase in profits for the year 2003. Strong results were reported in all divisions – profits on food retailing were up by 63 per cent, pharmacy profits were up by 21 per cent and funeral services profits up by 41 per cent.

This success has led to the proposal to reintroduce the ‘divi’ (short for ‘dividend’). The divi was introduced in 1844 and was paid out to customers twice a year depending on the number of goods they bought – customers kept a record of their purchases from the Co-op. In keeping with the philosophy of the cooperative movement, it was seen as a way of saving, particularly for the poor and those who did not have bank accounts. The divi ran for over 100 years before it was discontinued. In 1967, the divi was replaced by dividend stamps which could be saved in books by customers and exchanged for goods. The dividend stamp died out around the time that the other major supermarkets introduced their own loyalty schemes.

The new divi will be a flat rate of £10 which will be paid to Co-op members towards the end of 2004. It costs £1 to join the Co-op. It is proposed that in 2005 the dividend received by members will depend upon how much they spend in any of the divisions of the Co-op. It is hoped that the reintroduction of the divi will encourage both new members and customers, encouraging them to use a wider range of products and services. At present, users of Co-op services are not encouraged to join the society but this will change in the course of 2004. A divi of £2 million will be paid to the Co-op’s community projects in 2004.

Although the divi is an old idea, it is seen as a way of encouraging new business and building on the success of 2004. There are some challenges ahead, however, which might impact on this. There are changes taking place in the structure of the grocery retailing market, for example Tesco are planning to increase the number of convenience stores which will be in direct competition with the Co-op stores. Also, the takeover of Safeway by Morrisons in 2004 might have implications. The low death rates and increased competition in the market will impact upon the funeral side of the business. In addition to this, there are parts of the Co-op which did not perform well in 2004 – CIS, the insurance branch, for example. One advantage the Co-op has over its competitors is that it does not have to pay out large dividends to its shareholders.

**Workers’ cooperatives**

In Britain, workers’ cooperatives are found in a wide range of industries including manufacturing, building and construction, engineering, catering and retailing. They are particularly prevalent in printing, clothing and in wholefoods, and some have been in existence for over a century. The majority, however, are of fairly recent origin, having been part of the growth in the number of small firms which occurred in the 1980s.
As the name suggests, a workers’ cooperative is a business in which the ownership and control of the assets are in the hands of the people working in it, having agreed to establish the enterprise and to share the risk for mutual benefit. Rather than form a standard partnership, the individuals involved normally register the business as a friendly society under the Industrial and Provident Societies Acts (1965–78), or seek incorporation as a private limited company under the Companies Act (1985). In the case of the former, seven members are required to form a cooperative, whilst the latter only requires two. In practice, a minimum of three or four members tends to be the norm and some cooperatives may have several hundred participants, frequently people who have been made redundant by their employers and who are keen to keep the business going.

The central principles of the movement – democracy, open membership, social responsibility, mutual cooperation and trust – help to differentiate the cooperative from other forms of business organisation and govern both the formation and operation of this type of enterprise. Every employee may be a member of the organisation and every member owns one share in the business, with every share carrying an equal voting right. Any surpluses are shared by democratic agreement and this is normally done on an equitable basis, reflecting, for example, the amount of time and effort an individual puts into the business. Other decisions, too, are taken jointly by the members and the emphasis tends to be on the quality of goods or services provided and on creating a favourable working environment rather than on the pursuit of profits – although the latter cannot be ignored if the organisation is to survive. In short, the cooperative tends to focus on people and on the relationship between them, stressing the cooperative and communal traditions associated with its origins rather than the more conflictual and competitive aspects inherent in other forms of industrial organisation.

Despite these apparent attractions, workers’ cooperatives have never been as popular in Britain as in other parts of the world (e.g. France, Italy, Israel), although a substantial increase occurred in their number in the 1980s, largely as a result of growing unemployment, overt support across the political spectrum and the establishment of a system to encourage and promote the cooperative ideal (e.g. Cooperative Development Agencies). More recently, however, their fortunes have tended to decline, as employee shareholding and profit schemes (ESOPs) have grown in popularity. It seems unlikely that workers’ cooperatives will ever form the basis of a strong third sector in the British economy, between the profit-orientated firms in the private sector and the nationalised and municipal undertakings in the public sector.

### 2.2.2 Public sector business organisations

Public sector organisations come in a variety of forms which include:

- central government departments (e.g. Department of Trade and Industry)
- local authorities (e.g. Lancashire County Council)
- regional bodies (e.g. the former regional health authorities)
- quangos (e.g. the Arts Council)
- central government trading organisations (e.g. HMSO)
- public corporations and nationalised industries (e.g. the Post Office).

Here, attention is focused on those public sector organisations which most closely approximate businesses in the private sector, namely public corporations and municipal enterprises.
Public corporations

Private sector business organisations are owned by private individuals and groups who have chosen to invest in some form of business enterprise, usually with a view to personal gain. In contrast, in the public sector, the state owns assets in various forms which it uses to provide a range of goods and services felt to be of benefit to its citizens, even if this provision incurs the state in a ‘loss’. Many of these services are provided directly through government departments (e.g. social security benefits) or through bodies operating under delegated authority from central government (e.g. local authorities, health authorities). Others are the responsibility of state-owned industrial and commercial undertakings, specially created for a variety of reasons and often taking the form of a ‘public corporation’. These state corporations are an important part of the public sector of the economy and still contribute significantly to national output, employment and investment. Their numbers, however, have declined substantially following the widespread privatisation of state industries which occurred in the 1980s and this process looks set to continue in the foreseeable future (see Chapter 11).

Public corporations are statutory bodies, incorporated (predominantly) by special Act of Parliament and, like companies, have a separate legal identity from the individuals who own and run them. Under the statute setting up the corporation, reference is made to the powers, duties and responsibilities of the organisation and to its relationship with the government department which oversees its operations. In the past these operations have ranged from providing a variety of national and international postal services (the Post Office), to the provision of entertainment (the BBC), an energy source (British Coal) and a national rail network (British Rail). Where such provision involves the organisation in a considerable degree of direct contact with its customers from whom it derives most of its revenue, the corporation tends to be called a nationalised industry. In reality, of course, the public corporation is the legal form through which the industry is both owned and run and every corporation is to some degree unique in structure as well as in function.

As organisations largely financed as well as owned by the state, public corporations are required to be publicly accountable and hence they invariably operate under the purview of a ‘sponsoring’ government department, the head of which (the Secretary of State) appoints a board of management to run the organisation. This board tends to exercise a considerable degree of autonomy in day-to-day decisions and operates largely free from political interference on most matters of a routine nature. The organisation’s strategic objectives, however, and important questions concerning reorganisation or investment, would have to be agreed with the sponsoring department, as would the corporation’s performance targets and its external financing limits.

The link between the corporation and its supervising ministry provides the means through which Parliament can oversee the work of the organisation and permits ordinary Members of Parliament to seek information and explanation through question time, through debates and through the select committee system. Additionally, under the Competition Act (1980), nationalised industries can be subject to investigation by the Competition Commission (formerly the Monopolies and Mergers Commission), and this too presents opportunities for further parliamentary discussion and debate, as well as for government action (see Chapter 11).
A further opportunity for public scrutiny comes from the establishment of industry-specific consumer or consultative councils which consider complaints from customers and advise both the board and the department concerned of public attitudes to the organisation’s performance and to other aspects of its operations (e.g. pricing). In a number of cases – including the former British Rail – pressure on government from consumers and from other sources has resulted in the establishment of a ‘customers’ charter’, under which the organisation agrees to provide a predetermined level of service or to give information and/or compensation where standards are not achieved. Developments of this kind are already spreading to other parts of the public sector and in future may be used as a means by which governments decide on the allocation of funds to public bodies, as well as providing a vehicle for monitoring organisational achievement.

It is interesting to note that mechanisms for public accountability and state regulation have been retained to some degree even where public utilities have been privatised (i.e. turned into public limited companies). Industries such as gas, electricity, water and telecommunications are watched over by newly created regulatory bodies which are designed to protect the interests of consumers, particularly with regard to pricing and the standard of service provided (see Chapter 11). Ofgas (which originally regulated British Gas), for example, monitored gas supply charges to ensure that they reasonably reflected input costs and these charges could be altered by the ‘regulator’ if they were seen to be excessive. Similarly, in the case of non-gas services such as maintenance, the legislation privatising the industry only allowed prices to be raised to a maximum of the current rate of inflation less 2 per cent, to ensure that the organisation was not able to take full advantage of its monopoly power. Ofgas has been replaced by Ofgem.

An additional source of government influence comes from its ownership of a ‘golden share’ in a privatised state industry which effectively gives the government a veto in certain vital areas of decision making. This notional shareholding – which is written into the privatisation legislation – tends to last for a number of years and can be used to protect a newly privatised business from a hostile takeover, particularly by foreign companies or individuals. Ultimately, however, the expectation is that this veto power will be relinquished and the organisation concerned will become subject to the full effects of the market: a point exemplified by the government’s decision to allow Ford to take over Jaguar in 1990, having originally blocked a number of previous takeover bids.

The existence of a ‘golden share’ should not be equated with the decision by government to retain (or purchase) a significant proportion of issued shares in a privatised (or already private) business organisation, whether as an investment and/or future source of revenue, or as a means of exerting influence in a particular industry or sector. Nor should it be confused with government schemes to attract private funds into existing state enterprises by allowing them to achieve notional company status in order to overcome Treasury restrictions on borrowing imposed on public bodies. In the latter case, which often involves a limited share issue, government still retains full control of the organisation by owning all (or the vast majority) of the shares – as in the case of Rover prior to its sale to British Aerospace. Should the government wish to attract additional funds into the organisation or ultimately to privatise it, it can do so relatively easily by selling all or a proportion of its holding to private investors.
Organisational legal structures

Data is collected by the government in the UK on the legal structure of organisations: Table 2.1 shows the percentage breakdown for 2003.

<table>
<thead>
<tr>
<th>Legal structure</th>
<th>Number (000)</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sole proprietor</td>
<td>589,145</td>
<td>39</td>
</tr>
<tr>
<td>Partnership</td>
<td>378,180</td>
<td>25</td>
</tr>
<tr>
<td>Limited company</td>
<td>503,261</td>
<td>34</td>
</tr>
<tr>
<td>Public and non-profit-making organisations</td>
<td>28,923</td>
<td>2</td>
</tr>
</tbody>
</table>


The most popular legal structure is the sole proprietor. It is difficult to ascertain the next most numerous, since private and public limited companies are grouped together in the figures. It is clear from the table that the partnership is also a very popular legal structure. Therefore it seems that the disadvantage of unlimited liability is overcome by the advantages of these legal structures.

This pattern is repeated in most other European countries but there are some cultural differences. In Germany, for example, the private limited company is very important – many companies in the limited company category are family-run.

Municipal enterprises

Local authorities have a long history of involvement in business activity. In part this is a function of their role as major providers of public services (e.g. education, housing, roads, social services) and of their increasing involvement in supporting local economic development initiatives. But their activities have also traditionally involved the provision of a range of marketable goods and services, not required by law but provided voluntarily by a local authority and often in direct competition with the private sector (e.g. theatres, leisure services, museums). Usually such provision has taken place under the aegis of a local authority department which appoints staff who are answerable to the council and to its committees through the department’s chief officer and its elected head. Increasingly, though, local authorities are turning to other organisational arrangements – including the establishment of companies and trusts – in order to separate some of these activities from the rest of their responsibilities and to create a means through which private investment in the enterprise can occur.

One example of such a development can be seen in the case of local authority-controlled airports which are normally the responsibility of a number of local authorities who run them through a joint board, representing the interests of the participating district councils (e.g. Manchester Airport). Since the Airports Act of 1986, local authorities with airports have been required to create a limited company in which their joint assets are vested and which appoints a board of directors to run the enterprise. Like other limited companies, the organisation can, if appropriate, seek private capital and must publish annual accounts, including a profit and loss statement. It can also be privatised.
relatively easily if the local authorities involved decide to relinquish ownership (e.g. East Midlands Airport).

Such developments – which have parallels in other parts of the public sector – can be seen to have had at least four benefits:

- They have provided a degree of autonomy from local authority control which is seen to be beneficial in a competitive trading environment.
- They have given access to market funds by the establishment of a legal structure which is not fully subject to central government restrictions on local authority borrowing.
- They have helped local authority organisations to compete more effectively under compulsory competitive tendering (CCT) by removing or reducing charges for departmental overheads that are applied under the normal arrangements.
- They have provided a vehicle for further private investment and for the ultimate privatisation of the service.

Given these benefits and the current fashion for privatisation, there is little doubt that they will become an increasing feature of municipal enterprise in the foreseeable future.

Key concept: Legal structure

Any organisation must have a legal structure – a set of laws which outline the rights and responsibilities of the organisation and its members. This is true whether the organisation is in the private sector or the public sector, even though the laws which govern each of these might be very different. In the private sector, legal structure will be determined by a number of factors such as the degree of personal liability desired by its members and the willingness to share decision making. Once the legal structure of the organisation is determined, certain responsibilities automatically follow – there will be differences in the requirement to publish information and taxation rules will vary. The different types of legal structure – their advantages and disadvantages and the requirements of each structure – are fully considered in this chapter.

2.3 Organisational structure

As we have seen, business organisations convert inputs into output. Inputs include people, finance, materials and information, provided by the environment in which the organisation exists and operates. Outputs comprise such things as goods and services, information, ideas and waste, discharged into the environment for consumption by ‘end’ or ‘intermediate’ users and in some cases representing inputs used by other organisations (see Chapter 13). Apart from the very simplest form of enterprise in which one individual carries out all tasks and responsibilities, business organisations are characterised by a division of labour which allows employees to specialise in particular roles and to occupy designated positions in pursuit of the organisation’s objectives. The resulting pattern of
relationships between individuals and roles constitutes what is known as the organisational structure and represents the means by which the purpose and work of the enterprise is carried out. It also provides a framework through which communications can occur and within which the processes of management can be applied.

Responsibility for establishing the formal structure of the organisation lies with management and a variety of options is available. Whatever form is chosen, the basic need is to identify a structure which will best sustain the success of the enterprise and will permit the achievement of a number of important objectives. Through its structure, an organisation should be able to:

- achieve efficiency in the utilisation of resources;
- provide opportunities for monitoring organisational performance;
- ensure the accountability of individuals;
- guarantee coordination between the different parts of the enterprise;
- provide an efficient and effective means of organisational communication;
- create job satisfaction, including opportunities for progression;
- adapt to changing circumstances brought about by internal or external developments.

In short, structure is not an end in itself, but a means to an end, and should ideally reflect the needs of the organisation within its existing context and in light of its future requirements. Five main methods of grouping activities in business organisations are considered below.

### 2.3.1 Functional organisation

The functional approach to organisations is depicted in Figure 2.1. As its name indicates, in this type of structure, activities are clustered together by common purpose or function. All marketing activities, for example, are grouped together as a common function, typically within a marketing department. Similarly, other areas of activity, such as production, finance, personnel and research and development have their own specialised sections or departments responsible for all the tasks required of that function.

![Figure 2.1](image_url)
Apart from its obvious simplicity, the functional organisation structure allows individuals to be grouped together on the basis of their specialisms and technical expertise, and this can facilitate the development of the function they offer, as well as providing a recognised path for promotion and career development. On the downside, functional specialisation, particularly through departments, is likely to create sectional interests which may operate to the disadvantage of the organisation as a whole, particularly where inequalities in resource allocation between functions becomes a cause for inter-function rivalry. It could also be argued that this form of structure is most suited to single-product firms and that it becomes less appropriate as organisations diversify their products and/or markets. In such circumstances, the tendency will be for businesses to look for the benefits which can arise from specialisation by product or from the divisionalisation of the enterprise.

2.3.2 Organisation by product or service

In this case the division of work and the grouping of activities is dictated by the product or service provided (a product-based structure, see Figure 2.2), such that each group responsible for a particular part of the output of the organisation may have its own specialist in the different functional areas (e.g. marketing, finance, personnel). One advantage of this type of structure is that it allows an organisation to offer a diversified range of products, as exemplified by the different services available in National Health Service hospitals (e.g. maternity, orthopaedic, geriatric, etc.). Its main disadvantage is the danger that the separate units or divisions within the enterprise may attempt to become too autonomous, even at the expense of other parts of the organisation, and this can present management with problems of coordination and control.

![Figure 2.2 A product-based structure](image)

2.3.3 The divisional structure

As firms diversify their products and/or markets – often as a result of merger or takeover – a structure is needed to coordinate and control the different parts of the organisation. This structure is likely to be the divisional (or ‘multidivisional’) company.

A divisionalised structure is formed when an organisation is split up into a number of self-contained business units, each of which operates as a profit centre. Such a division may occur on the basis of product or market, or a combination of the two, with each unit tending to operate along functional or product lines, but with certain key functions (e.g. finance, personnel, corporate planning) provided centrally, usually at company headquarters (see Figure 2.3).
The main benefit of the multidivisional company is that it allows each part of what can be a very diverse organisation to operate semi-independently in producing and marketing its products, thus permitting each division to design its offering to suit local market conditions – a factor of prime importance where the firm operates on a multinational basis. The dual existence of divisional profit centres and a central unit responsible for establishing strategy at a global level can, however, be a source of considerable tension, particularly where the needs and aims of the centre appear to conflict with operations at the local level or to impose burdens seen to be unreasonable by divisional managers (e.g. the allocation of central overhead costs).

Much the same kind of arguments apply to the holding company, though this tends to be a much looser structure for managing diverse organisations favoured by both UK and Japanese companies. Under this arrangement, the different elements of the organisation (usually companies) are coordinated and controlled by a parent body which may be just a financial entity established to maintain or gain control of other trading companies (e.g. Lonrho). Holding companies are associated with the growth of firms by acquisition which gives rise to a high degree of product or market diversification. They are also a popular means of operating a multinational organisation.

2.3.4 Matrix structures

A matrix is an arrangement for combining functional specialisation (e.g. through departments) with structures built around products or projects or programmes (Figure 2.4). The resulting grid (or matrix) has a two-way flow of authority and responsibility. Within the functional elements, the flow is vertically down the line from superior to subordinate, and this creates a degree of stability and certainty for the individuals located within the department or unit. Simultaneously, as a member of a project group or product team, an individual is normally answerable horizontally to the project manager whose responsibility is to oversee the successful completion of the project which in some cases may be of very limited duration.
Matrix structures offer various advantages, most notably flexibility, opportunities for staff development, an enhanced sense of ownership of a project or programme, customer orientation and the coordination of information and expertise. On the negative side, difficulties can include problems of coordination and control, conflicting loyalties for staff and uncertain lines of authority. It is not uncommon in an organisation designed on matrix lines for project or programme leaders to be unsure of their authority over the staff from the contributing departments. Nor is it unknown for functional managers to withdraw their cooperation and/or support for projects located outside their immediate sphere of influence.

### 2.3.5 Project teams

Despite its flexibility, the matrix often has a degree of permanence; in contrast, the **project team** is essentially a temporary structure established as a means of carrying out a particular task, often in a highly unstable environment. Once the task is complete, the team is disbanded and individuals return to their usual departments or are assigned to a new project.

Fashioned around technical expertise rather than managerial rank and often operating closely with clients, project teams are increasingly common in high-technology firms, construction companies and in some types of service industry, especially management consultancies and advertising. Rather than being a replacement for the existing structure, they operate alongside it and utilise in-house staff (and in some cases, outside specialists) on a project-by-project basis. Whilst this can present logistical and scheduling problems and may involve some duplication of resources, it can assist an organisation in adapting...
to change and uncertainty and in providing products to the customer’s specifications. Project teams tend to be at their most effective when objectives and tasks are well defined, when the client is clear as to the desired outcome and when the team is chosen with care.

Key concept: Organisational structure

The term ‘organisational structure’ refers to the internal structures of the business organisation – the processes and procedures that are in place to enable the organisation to carry out its work. Organisational structures should be chosen to reflect the needs of the organisation within its existing context and in light of its future strategy, and will be influenced by such factors as the industry in which it operates and the chosen legal structure. The chosen organisational structure will determine (among other things):

- the division of labour within the organisation;
- decision-making mechanisms;
- communication channels;
- coordination mechanisms;
- monitoring and accountability mechanisms.

Five organisational structures have been considered in the text which involve very different ways of structuring an organisation.

2.4 Theoretical approaches to the organisation

2.4.1 Transactions cost economics

Transactions cost economics (TCE) is essentially concerned with the make-or-buy decision. It considers the relative merits of carrying out transactions within the boundary of the firm and between different firms in the market. It therefore has something to say about:

- the existence of firms in the first place;
- the size and growth of firms;
- the internal governance structures in organisations.

Only the first two will be discussed in detail in this section; the third aspect will be considered only in passing.

TCE comes from economics, organisational theory and contract law. Williamson (1981) said that whether a firm produced something itself or bought it from the market depended upon the relative costs involved. The two main underlying assumptions of TCE are: first, that there is bounded rationality – human beings are rational but there are limits to their abilities to process information and formulate and solve problems; second, that at least some agents are given to opportunistic behaviour because they follow their own self-interest. These two assumptions imply that contracts are needed for a transaction to take place.
The process of exchange brings problems of information and enforcement. For example, an individual having alterations done to his home has two choices: to do it himself or to employ specialists to do it for him. Employing specialists brings the benefits of specialisation but also brings some problems such as:

- finding the specialists
- assessing their abilities
- forming agreements with the specialists
- monitoring the work
- enforcing and coordinating the contract.

These problems can be grouped under two headings – information deficiencies and problems of enforcement – and both of these will carry a cost.

Information deficiencies

There are two types of information deficiency. First, the individual does not have information on the location of possible specialists or their abilities and the individual might not know exactly what he wants and will therefore have to rely on the judgement of the specialist. In other words, there is asymmetric information between the buyer and the seller – the seller is better informed than the buyer. The classic example from the literature is the case of second-hand cars when the buyer has problems in determining whether or not he/she is buying a 'lemon'. This type of information deficiency is called ex ante or adverse selection since it takes place prior to a transaction being agreed. The second type of information deficiency stems from the buyer's inability to observe the actions taken by the seller. This is called ex post or moral hazard, as it takes place after a contract has been agreed. If the buyer cannot observe the actions of the seller it is impossible for him to know whether the seller is putting in sufficient effort on behalf of the buyer. This is also known as the principal–agent problem which is considered later.

These information deficiencies carry a cost. The individual will have to spend time finding architects, builders, plumbers and electricians and time assessing their abilities. Some information is relatively easy to find (e.g. information on price can be obtained by asking for a number of quotes), but assessing the quality of the contractors is much more difficult.

Problems of enforcement

In order for the building alterations to go ahead, some kind of contract is required. The drawing up of a contract carries a cost. Once drawn up there is a need for the contract to be monitored and enforced; this also carries a cost. These are called governance costs.

Whether or not the individual chooses to do the house alterations himself will depend upon the relative costs involved in overcoming the information deficiencies and the problems of enforcement. For these two reasons there are costs involved in carrying out a transaction. These are called transaction costs.

Coase (1937) sees these costs as the reason for the existence of firms:

The main reason why it is profitable to establish a firm would seem to be that there is a cost of using the price mechanism (p. 390).

Assume that the firm has two choices – to produce a component itself or to buy it from another firm (i.e. go to the market). The choice facing the firm is similar to the choice facing the individual above; which the firm chooses depends upon their relative costs.
In Figure 2.5, there are three stages in the production process within the firm, S₁, S₂ and S₃. Raw materials (R) are purchased from the market. Components (C) are added at each stage of the production process and can either be produced within the firm, C₁–O, C₂–O and C₃–O or bought in from outside, C₁–B, C₂–B and C₃–B. Distribution of the finished product can also be done in-house (D–O) or through the market (D–B). The dotted lines represent potential transactions, while the solid lines represent actual transactions. It can be seen that the firm has chosen to produce component 2 in-house, while it purchases components 1 and 3 from the market. It has also chosen to distribute the product itself. The thickened line represents the ‘efficient boundary’ of the firm. When components are produced in-house, the form of governance of the transaction is through the existing organisational hierarchy and control is exercised through the employment contract between the employees of the firm and the firm itself. When components are bought in from outside, the transaction is governed by normal contract law.

TCE can be used to determine the size and growth of firms and the degree of vertical integration that takes place within an industry. The way in which the firm decides which component to produce and which to buy depends upon the relative transactions cost (as does the decision of whether to distribute the finished good itself or not). These will depend upon:

1. **The presence of specific assets.** These are specialised assets used in the production process. There are three types of asset specificity: site specificity, where stations need to be located next to one another in order to cut down on transportation costs; physical asset specificity, where a highly specialised piece of equipment is needed to produce a component; and human asset specificity, where specific human assets are required for production, i.e. where the effect of learning by doing is high. The less specific the assets, the more advantages the market will enjoy over the firm in both production and governance costs. The greater the need for specific assets, the greater is the possibility that the assets will be purchased by the firm and governance will be through the internal organisation.
2 The uncertainty involved in the outcome. For standardised products it is more likely that components would be bought in from outside, since the problem of monitoring would be less costly.

3 The frequency of the transaction. If the transaction is a recurring one, it is more likely that production would take place in-house.

There are two types of economies involved in the make-or-buy decision which favour either the firm or the market. The first are production cost economies, where the market is likely to have the advantage. If the needs of the firm with respect to the component are small compared to the total market, the market will have economies of scale since it can pool risks by aggregating demands. The second are governance economies – the cost of monitoring and coordinating a transaction and the cost of enforcing a contract. Here, the firm might have the advantage since a governance hierarchy will already be in existence in the internal organisation of the firm.

One criticism of TCE is that by making the assumption that some will act opportunistically, TCE tends to concentrate on the two extreme cases of market and hierarchies. However, there are intermediate market structures, many of which have received a great deal of attention in recent years in the business economics literature (e.g. networks, joint ventures, strategic alliances and franchises), which will be considered in Section 2.5. All of these structures require trust between partners. Ring and Van de Ven (1992) recognise two intermediate structures: relational contracting and recurrent contracting. Recurrent contracts tend to be relatively short-term contracts between legally separate entities, where the assets being exchanged have a moderate degree of transaction specificity. Relational contracts are longer-term relationships which involve the joint specification of the terms of the exchange which cannot be completely specified beforehand. In the case of recurrent contracting, the governance mechanism is predominantly market-based, while in the case of relational contracting, the governance mechanism is largely bilateral.

### 2.4.2 Other theoretical approaches

The resource-based view (RBV) of the firm comes out of the work by Penrose (1959) in the 1950s. She argued that firms diversify because market imperfections make it difficult for the market properly to evaluate new products or technologies. Therefore the firm diversifies and uses the new technologies or produces the new products itself, and in doing so develops unique capabilities or ‘resources’. The work was taken up by strategists in the 1980s and formalised into a theory by Barney in 1991. In the RBV, the firm is seen as a bundle of resources which includes ‘all assets, capabilities, organisational processes, firm attributes, information, knowledge, etc., controlled by a firm’ (Barney 1991, p. 101).

The resources of the firm are divided into three categories:

- **physical capital resources** – which include the firm’s plant and equipment, geographical location and access to raw materials;
- **human capital resources** – which include training, experience, judgement relationships and insights of individual managers;
- ** organisational capital resources** – which include the firm’s formal reporting structure, and its formal and informal planning, controlling and coordinating systems.
Each firm is comprised of a unique bundle of these resources, and the firm’s ability to access these resources and use them effectively gives rise to competitive advantage. Barney’s article used the RBV to suggest a strategy for the firm in developing a sustained competitive advantage over its current or potential competitors. For a resource to be the basis for competitive advantage for a firm, it must have four characteristics: it must be valuable; it must be rare among the firm’s competitors; it must be difficult to imitate; and there cannot be strategically equivalent substitutes. If this is the case a firm will enjoy a competitive advantage over its competitors which can be sustained over time. Prahalad and Hamel call these resources the ‘core competencies’ of the firm and argue that these are crucial in the pursuit of competitive success.

As well as the development of strategy, the RBV has something to say about the ‘make-or-buy’ debate (see mini case on outsourcing human resources (HR)), but the outcomes are not necessarily the same as for the TCE approach. According to the RBV, the firm should retain those functions which are the source of competitive advantage and outsource the rest. It therefore provides an insight into the determination of firm size. What is more difficult to determine is which resources are those that confer competitive advantage.

### Mini case

**Outsourcing the human resources function**

Outsourcing within the human resources function is receiving a great deal of attention at present in both the theoretical literature and the practitioner press. The trend towards increased outsourcing which has been evident in the USA for some time is now evident in the UK. What is the motivation for outsourcing?

Scott Lever (1997) looked at the outsourcing decision in the case of six HR functions (payroll, benefits payments, training, HR information systems, compensation and recruitment) and tested three hypotheses regarding the motivation for outsourcing:

- **Hypothesis 1** was that these HR functions were outsourced because it led to a cost saving (the TCE approach).
- **Hypothesis 2** was that these functions were outsourced as a means of risk reduction.
- **Hypothesis 3** was that outsourcing took place so that firms could concentrate on their core competencies (the RBV approach).

The sample included 69 US firms of varying size and the mean value of outsourcing by function, and the percentage of firms which outsourced the functions are shown in Table 2.2. The mean value of outsourcing is obtained from a six-point scale, where higher values indicated that a higher proportion of the activity is outsourced. Payroll was the activity which was most outsourced (3.33), while benefits was the activity outsourced by the highest number of companies (75 per cent) in the survey. Compensation was the least outsourced (1.34) and by the smallest number of companies (17 per cent).

Each of the three motivations for outsourcing was operationalised into a number of questions which were posed to the survey respondents. The results of the survey indicate support for all three hypotheses, depending upon the function under consideration. Table 2.3 summarises Lever’s results; the last row refers to the level of organisational support for outsourcing in general which had a positive effect on the outsourcing of all the HR activities investigated.
The business organisation was seen as an example of team production by Alchian and Demsetz (1972). Team production occurs when output is produced by the simultaneous cooperation of several team members and where the joint use of inputs is more productive than the separate use of inputs. The use of a production line, for example, breaks the production process down into its component parts so that specialisation can take place. Thus the firm will experience economies of scale, average costs will fall and the enterprise will become more efficient. Because a business organisation can operate in this way, the firm is seen as a better coordinator of economic activity than the market.

Team production carries with it a fundamental problem because the rewards of each team member must be determined in some way by their productivity. The productivity of any one individual on the production line depends upon the actions of those that are stationed before them, and the productivity of the whole production line depends on the productivity of all. The whole firm can be seen as an example of team production where the productive process is split between jobs, specialisms and functions such as marketing and finance. The productivity of the firm as a whole depends upon the actions of everyone. If this is the case it becomes very difficult to separate out the contribution of each member.

### Table 2.2 The degree of outsourcing in HR

<table>
<thead>
<tr>
<th>HR function</th>
<th>Mean level of outsourcing</th>
<th>Number of firms outsourcing (percentage in brackets)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Payroll</td>
<td>3.33</td>
<td>43 (62)</td>
</tr>
<tr>
<td>Benefits</td>
<td>2.58</td>
<td>52 (75)</td>
</tr>
<tr>
<td>Training</td>
<td>2.37</td>
<td>44 (65)</td>
</tr>
<tr>
<td>HR information systems</td>
<td>1.55</td>
<td>21 (30)</td>
</tr>
<tr>
<td>Compensation</td>
<td>1.34</td>
<td>12 (17)</td>
</tr>
<tr>
<td>Recruiting</td>
<td>1.75</td>
<td>35 (50)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>69</td>
</tr>
</tbody>
</table>

Source: Adapted from Lever (1997).

### Table 2.3 Results of research

<table>
<thead>
<tr>
<th>Activity hypothesis</th>
<th>Payroll</th>
<th>Benefits</th>
<th>Training</th>
<th>HR info. systems</th>
<th>Recruitment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Risk</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>Competency</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>Org. level</td>
<td>*</td>
<td>*</td>
<td></td>
<td></td>
<td>*</td>
</tr>
</tbody>
</table>


Cost reduction was an issue for two of the activities – payroll and training – but only for payroll was the outsourcing decision based purely on the basis of cost. For training, in addition to cost, the development of competency within the organisation was also found to be important in the decision. Although the research is based on a small sample and is therefore difficult to generalise, it indicates that many issues (including cost and competency) influence the outsourcing decision and therefore the size of the firm.
of the team to the final output, and this introduces the possibility and the opportunity of shirking on the part of team members.

According to Alchian and Demsetz, there is a need for someone to monitor the activities of team members, and this is best done within the firm. If team members are monitored, their productivity can be determined and they can be rewarded accordingly. The notion of the firm used here is the classical entrepreneurial firm which has one owner-manager who has the power to monitor employees, draw up contracts, modify contracts and ultimately to hire and fire. Through the actions of this person, the firm takes on the characteristics of an efficient market by making the most efficient use of a set of inputs.

2.4.3 Principal–agent theory

Principal–agent (P–A) theory provides an understanding of:

- the internal organisation of the firm;
- the relationship between the firm’s owners and managers;
- the relationships that exist between the firm and outside parties.

A principal hires an agent to act on her behalf. There are many examples of the principal–agent relationship – the individual hires a builder to carry out alterations on her house, the manager hires employees, shareholders hire managers, the firm hires a subcontractor. P–A theory accepts that there is incomplete information and uncertainty and that inherent in the P–A relationship is a series of problems. First, there is an imbalance in power between the principal and the agent; second, there is likely to be a divergence of interests between the principal and the agent and the possibility of opportunism exists. Agency theory concentrates on the opportunism by the agent and the mechanisms used to alleviate the problem. If the interests of the principal and the agent differ there is no inherent incentive for the agent to expend maximum effort on behalf of the principal. P–A theory looks at ways of aligning the interests of the principal and agent. Since the agent is assumed to act rationally, it is possible to design incentive systems to reduce the risk of opportunistic behaviour by the agent.

The example of the shareholder–manager relationship can be used to illustrate the P–A problem. The manager implements policies which generate income. What happens to this income? At one extreme this income can all be paid out as profit to the shareholders or at the other extreme can all be taken in benefits (like company cars, health benefits, etc.) by the manager. Using indifference curve analysis (see Chapter 4) the equilibrium combination of profits and benefits can be derived. It can also be shown that if the manager is only part owner of the firm, the equilibrium position will result in a lower level of profits and a higher level of benefits than if the manager were the owner of the firm. What is happening is the pursuit of sub-goals. The interests of the principal (shareholder) and the agent (manager) are not the same. The owner/shareholder of the firm wishes to maximise profits, while the manager wishes to maximise benefits for himself. For the efficient operation of the firm some incentive mechanism is needed to align these interests. In the case of the sole trader or partnership, there is no such conflict since the owners are also the decision makers.

Incentives can be created through payment structures. Because the agency literature concentrates on reducing the opportunism by the agent, it attempts to design a payment structure which aligns the interests of the principal and the agent as much as possible
and ensures the maximum effort on the part of the agent. In designing a payment structure there are two extremes: piece rates, where the agent is rewarded wholly on the basis of output produced; or fixed wages which are paid irrespective of output.

Each of these extremes has its problems. Having an incentive system based on output only will tend to encourage quantity at the expense of quality. It would only work in situations where the quality of the product can be easily monitored and where output was directly dependent on effort. It is often the case that output depends upon factors other than the effort of the individual alone, for example output may be affected by the efforts of others or chance factors beyond the control of the individual. In such situations piece rates have the effect of shifting all of the risk to the agent, and this might not be acceptable to the agent. At the other extreme, fixed payments irrespective of output will tend to encourage quality at the expense of quantity. Here payment can be based on behaviour, but this only works if behaviour is observable, and this is often not the case. Eisenhardt (1989) talks about the ‘programmability’ of a task, where a programmable task is one where the required behaviour can be precisely defined. The more programmable a task the more likely it is to be rewarded by behaviour-based compensation, whereas less programmable tasks are more likely to be rewarded by outcome-based payments. Between the two extremes are incentive structures which combine elements of both: where a fixed wage is paid irrespective of output and a commission is paid in excess of this which is related to output. This marginal payment (or performance-related pay) acts as an incentive since it is dependent on results. Share options would be an example of such an incentive system in the shareholder–manager relationship.

The incentive system needs to balance two conflicting objectives – reducing the possibility of opportunism (and ensuring maximum effort by the agent), while taking account of the possible risk aversion of the agent. It is unlikely, given the problems inherent in the P–A situation, that the payment system would be fixed, as this encourages opportunistic behaviour, or would be completely dependent upon outcome, as this is too risky for the agent. Instead it will be a combination of the two extremes, containing a fixed element and an element dependent on performance. There are many possible solutions to the P–A problem depending upon:

- the attitude towards risk
- what is observable
- the cost of monitoring

and this explains why there are different types of employment contracts in every organisation. It also applies to contracts the firm has with other organisations.

### 2.5 Networking and the virtual organisation

The **virtual organisation** is a network-based structure built on partnerships where a small core operating company outsources most of its processes. It is a network of small companies which specialise in various aspects of production. The organisation can be very big in trading terms but very small in the numbers of permanent staff. The process is typically mediated by information technology. From the TCE approach, the virtual organisation can be seen as a response to the need to reduce transactions costs. From the RBV approach, the virtual organisation concentrates on core competencies and uses partners in networks to expand its strategic scope and adaptability.
The main benefit of the virtual structure is that it helps organisations to deal with uncertainty. When virtual organisations are managed properly they can simultaneously increase efficiency, flexibility and responsiveness to changes in market conditions. The organisation is reaping the benefits of specialisation without having to develop those specialisms itself. Therefore overhead costs are minimised, as too are training costs and support costs. Information technology assumes many of the coordinating and managing roles that managers and committees carry out in large organisations. Information technology enables communication and the sharing of information across geographical boundaries. It is often the case, however, that the creation of a virtual organisation is driven solely by cost considerations rather than strategic considerations, in which case the benefits might not be realised. There will be a loss of control over outsourced activities and it may actually cost more to manage such activities. The organisation can become locked into contracts and specific relationships so that flexibility is reduced. There may be a lack of commitment of key resources (i.e. contractors) to the company and the loss of a contractor will be very serious.

There is some evidence that the incidence of virtual organisations is on the increase, facilitated by developments in information technology. It is a matter of ‘wait and see’ if this will become the dominant organisational structure in the future.

In this chapter we have looked at the internal structure of the business unit from a variety of viewpoints – the legal structure, the organisational structure and from a theoretical view. The internal structure of the organisation is important since, like market structure and conduct (see Chapters 7 and 8), it will affect the performance of the organisation. Economics has moved away from its early position of viewing the organisation simply as a black box which maximises profit.

In terms of legal structure, the sole trader is the most common in the UK, followed closely by the limited company and then the partnership. As the mini case (p. 32) points out, there are some differences in this pattern between countries, but the sole proprietorship remains an important legal structure for reasons discussed in the text. Five organisational structures were considered – organisation by function, organisation by product or service, the divisional structure, the matrix structure and organisation by project teams – along with their relative costs and benefits.

Several theoretical approaches to the organisation were considered. The transactions cost economics approach was covered in some detail. It looks at the make-or-buy decision facing organisations and therefore says something about the existence of firms and their size. The other approaches that were discussed – although mainly based in the strategy literature – still have something to say about the size and the existence of the firm. The mini case (pp. 42–43) brings these together by looking at the outsourcing of human resources from two of the theoretical approaches. The principal–agent approach also looks at the internal workings of the organisation but from a rather different stance – it looks at how incentives are created. Although the discussion was largely limited to relationships within the organisation, the principles apply equally to the relationships which exist between firms in a networking arrangement, for example.
Executive recruitment consultancy as an example of the principal–agent problem

The use of executive search and selection consultancies is an example of an agency relationship, where the client company (the principal) delegates executive recruitment to a recruitment consultancy (the agent) who performs that work.

In executive search there is the possibility of opportunistic behaviour by both principal (client) and agent (consultant). The client may attempt to renegotiate terms after the start of an assignment or even pull out of the assignment. The risk of this is greater if the agent has to purchase specific assets for the job. In executive search there are no large-scale investments necessary as there are in manufacturing, but there are physical assets (databases) which are specific to recruitment and there is also a high degree of human asset specificity (personal contacts). However, the process of an assignment involves an outlay of expenditure by the consultant on behalf of the client (the cost of research) and once this expenditure has been made the balance of power changes in favour of the client. An important factor which will serve to constrain possible opportunism by the client is the considerable amount of commercially sensitive information the client will have to reveal to the consultant in the process of the assignment.

Opportunistic behaviour by the consultant may derive from insufficient effort being put into the assignment. The client is faced with a number of problems: first, the client cannot observe the actions of the consultant; second, given the intangible nature of services, it is often difficult to define or observe the output of the process, and it will certainly be difficult to assess or measure quality – the covert nature of the process of executive search only serves to exacerbate this. Third, there are exogenous factors which are beyond the control of the consultant but will affect the outcome of the assignment. It is hard for the client to differentiate between the effects of these factors on outcome and the results of the genuine effort of the consultant. An assignment carried out badly might result in the appointment of the wrong individual and, given the nature of the process, this might not be evident until some time after appointment.

The standard way of reducing the possibility of opportunism is through the payment system. In executive search the most common fee structure is 33 per cent of the first year’s remuneration package of the successful candidate. This is increasingly based on the anticipated first year’s remuneration so that effectively it is fixed in advance. This has the advantage of removing one type of opportunism by the consultant – that of pushing the candidate who commands the highest salary in order to maximise fee income – but introduces the possibility of another. If the consultant is being paid a fixed fee agreed beforehand, there is no incentive for the consultant to maximise his effort. This problem is partly overcome in executive search by the way in which the fees are paid.

In executive search and selection, payment of fees in three instalments is most common: one-third at the beginning, one-third on production of a short list and one-third on completion of the assignment. The division of the fee into instalments, the last one of which is paid only on the appointment of the successful candidate, serves to minimise the possibility for opportunism from both client and consultant.
Case study continued

The initial payment represents a form of pre-commitment and once it has been paid the client will be less likely to cancel the assignment. Making the last payment dependent upon the successful completion of the assignment acts as an incentive to the consultancy to maximise its efforts. It is becoming increasingly common for clients to seek some fee retention until after the appointee has been in post for some time which partly overcomes the difficulty of observing quality within a specified period of time.

The possibility of opportunistic behaviour has not been completely eradicated by the payment system, and there are other factors which help the situation:

- There are several professional associations to which consultancies belong and these carry their own codes of conduct.
- The majority of consultancies operate according to their own code of conduct, even in the absence of professional body membership.
- The majority of consultancies offer a variety of guarantees, like guaranteeing to find a replacement for the placed candidate if he/she leaves within an agreed time period.
- Consultancies usually draw up an assignment specification in conjunction with the client in advance of an assignment which clearly sets out the procedures of the assignment and the timetable to be followed.
- As in many other services, recommendation is a big source of new business for consultancies and there is high reliance on repeat business. This means that reputation is crucial and consultancies are unlikely to do anything that will harm their reputation.
- There has been an increase in the incidence of ‘partnering’ as consultancies form long-term relationships with companies and carry out other activities as well as recruitment.

All of these factors serve to engender trust and increase the amount of information available about the process and therefore reduce the possibility of opportunistic behaviour.

Notes and references


Review and discussion questions

1 Numerically, the sole trader is the most popular form of business organisation throughout Europe. How would you account for this?
2 What criteria can be used to determine which are the core competencies of the organisation?
3 According to the transactions cost economics theory, why does Marks & Spencer continue to buy clothes from independent producers rather than set up its own production capacity?
4 Referring to the case study on the principal–agent problem, what mechanisms are in place to reduce the possibility of opportunistic behaviour by the agent in the case of a car mechanic and an estate agency?

Assignments

1 A firm is considering the relationship it has with one of its suppliers of an essential component in the production process. The two possibilities under consideration are to continue to buy the component from the independent firm or to take over the firm and internalise the production of the component. What are the factors which need to be considered in such a choice?
2 You work in a local authority business advice centre. One of your clients wishes to start a business in some aspect of catering. Advise your client on the advantages and disadvantages of the various legal forms the proposed enterprise could take.
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CHAPTER 3
Consumer and market demand
Andy Rees

Objectives
1 To outline the factors affecting the demand for goods and services.
2 To consider how demand may vary with price and other factors.
3 To explain the concept of ‘consumer surplus’.
4 To examine ideas of ‘elasticity’ and their relevance to business organisations.
5 To highlight criticisms of demand theory.

3.1 Introduction

What determines the demand for a good or service? For basic commodities such as petrol, price is clearly a dominant factor. With other goods, although price is still important, the consumer may be more concerned with reliability, design and the desire to be in fashion.

The successful firm will seek to understand the factors determining demand for its product. Armed with such knowledge the firm might propose modifying the characteristics of the product range in response to a change in consumer tastes. Alternatively, an improvement in the general economic environment might facilitate a price increase with little effect upon sales. Such market awareness is crucial for the well-being of the enterprise. If one firm can react more quickly or more successfully than others, it will increase its market share.

Rather than simply reacting to consumer tastes and market conditions, the firm may attempt to influence and manipulate demand through marketing and advertising. It might even attempt to generate demand for a good where previously none existed.

In this chapter we will study the factors influencing demand and demonstrate how an understanding of such factors is vital to the well-being of the firm.

3.2 The demand curve

Imagine the many factors that could affect the demand for a single good, for example an individual brand of lager. These would include:

- the price of that brand (P);
- the price of other brands, including other non-lager drink substitutes (P_s);
the disposable income of lager drinkers (Y);
the price of complementary goods, for example the admission price to student night clubs (Pc);
the volume and quality of advertising on this and competing brands (A);
the tastes of the consumer (T);
the perceived quality of the product (Q).

The above list is clearly not exhaustive. For example, more lager is sold in hot weather and a variable could be included to reflect the average daily temperature. Or, particularly with relevance to consumer durable goods such as dishwashers, the availability and terms of credit may be of particular importance. With stocks and shares, current demand may be influenced by the expectation of future price changes. The following mini case shows how demand might be influenced by the consumer’s access to new technology.

Online piracy threatens the film industry

In recent years, the music industry has seen sales of CDs hit by a dramatic increase in online piracy as potential consumers avoid the cost of buying from retailers and instead download the CD from the internet.

Until recently, the film industry thought itself immune from such piracy due to the sheer size of full-length films and the many hours they would take to download. However, as Mark Endemo, Director of Deloitte Consulting’s media practice stated in the Guardian, 4 June 2003: ‘Once broadband and compressed technology makes it easy for everyone to download films, Pandora’s box will be opened and it will be impossible to close, as the music industry has discovered.’ Indeed, such internet piracy is seen by many as posing a far greater threat to the film industry than the sale of illegal DVDs and video cassettes, and is estimated to have hit sales by $3 billion in 2002. Online film piracy is however already a problem. For example, ‘Matrix Reloaded’, an eagerly awaited sequel film in 2003, was available online only days after that film’s worldwide release.

How might the film industry react? It could learn from the music industry which responded not only by legal actions, but more positively by also moving to formally allow the sale of internet downloads. Indeed, the successful introduction of Apple’s iPod, and of mobile phones that can store music, has provided the consumer electronics industry with the right equipment to make selling music over the internet a viable business. Perhaps this should be seen as a natural progression for the industry. As the industry went from 78 to 33 LPs and from vinyl to CDs, the legal downloading of music could just be another medium and format for the consumer.

The above mini case illustrates how the introduction of a new technology can dramatically influence demand. In terms of our analysis, the demand curve for the original product shifts to the left. Can you think of other instances where demand has diminished for similar or related reasons?

The firm’s knowledge of all the above factors is unlikely to be perfect, particularly as not all factors are directly under its control. Accordingly the firm may expend time and money in generating valuable market information: for example, investigating the effect of a design change upon demand or the influence of a change in the general economic environment upon its fortunes. As noted, an understanding of these factors is of vital
importance to the firm. (The principles involved in forecasting future levels of demand will be considered in Chapter 16.)

The factors influencing the demand for a product can be expressed as a demand function. For instance, with regards to our above example, the quantity demanded \( (Q_d) \) is influenced by price, the price of other brands, income and so on. In short:

\[
Q_d = f (P, P_s, Y, P_C, A, T, Q, ..., \text{etc.}).
\]

The equation states that the quantity demanded of this brand of lager, the dependent variable, is a function of the variables outlined, referred to as independent or explanatory variables. Demand is measured over a determined time period, such as a month or a financial year.

By tradition we study the influence of the independent variables in isolation from one another: for example, how a change in the price of the lager influences demand when all other factors remain constant. This is referred to as a ceteris paribus approach, i.e. 'other things being equal' (see the key concept below). In reality, 'other things' are unlikely to do so and in consequence it may prove difficult to isolate the influence of a single independent variable, as when a price decrease is matched by competitors, or general economic conditions change and affect the disposable income of lager drinkers. Equally, the government might even launch a campaign aimed to encourage more temperate drinking habits. Therefore, in reality, isolating the effect of single independent variables may prove problematic. Solutions can be sought through statistical analysis (see Chapter 16 on forecasting).

Nevertheless, our ceteris paribus approach will provide invaluable insights into consumer behaviour and the operation of markets.

### Key concept: Ceteris paribus

*Ceteris paribus* (often abbreviated to simply cet. par.) is a Latin term for 'other things being equal' and represents a convenient device used by economists to isolate the subject of study. For example, if we were examining the effect on the demand for a specific good in a given time period as a result of a change in its price, then the other influences affecting demand (e.g. income, fashion, the prices of other goods, etc.) are assumed to remain unchanged, or constant. Similarly, if we were studying the influence of a change in income upon the demand for that same good, we then assume those other influences, including its price, remain constant.

In reality, economic activity is complex, and typically more than one variable is changing at the same time. For example, as the firm is changing the price of one of its goods, household incomes might also be rising, advertising expenditure falling and consumers could anyway be revising their opinion of the product. It is also likely that rival firms might alter their sales strategies, affecting the demand for both their products and the goods we are investigating. To study the relationship between a change in price and demand, we invoke our assumption of *ceteris paribus* and effectively 'freeze' the picture.

The assumption of *ceteris paribus* is therefore a convenient framework to begin the study of what we accept is a more complex relationship. By initially examining how demand changes only in relation to a single variable, for example price, we are then able to illustrate the demand relationship in a simple, two-dimensional diagram.
Traditionally economists present the demand function in diagrammatic form as illustrated in Figure 3.1. The demand curve indicates levels of demand for a good at a range of price levels, *ceteris paribus*. At a price of $P_1$, then $Q_1$ units are demanded. If price falls to $P_2$, demand rises to $Q_2$.

![Figure 3.1 The demand curve](image)

The continuous shape of the demand curve implies a knowledge of demand over a full range of prices. This may not accord with reality in that the firm is more likely to have a knowledge of demand over a more limited price range. Indeed, knowledge of demand over a wider range may be irrelevant to the firm in that it would never consider marketing the good at very high or low prices.

The above demand curve is drawn as a straight line, i.e. it is linear. This should be seen as a convenient simplification for diagrammatic purposes and unlikely to reflect real world conditions. We will discuss the implication of the shape of the demand curve later in the chapter.

The downward slope of the demand curve indicates an inverse relationship between price and quantity demanded, *ceteris paribus*, i.e. as price falls from $P_1$ to $P_2$ in Figure 3.1, quantity demanded rises from $Q_1$ to $Q_2$, and vice versa. This inverse relationship is referred to as ‘the law of demand’. While such a relationship might appear readily acceptable, it is worthy of further consideration.

### 3.2.1 The substitution and income effects

The inverse relationship can be explained by the combined influence of the substitution and income effects.
‘Substitution effect’

As price falls, the good becomes cheaper relative to other goods, i.e. its relative price falls. Other goods whose prices have not changed now become relatively more expensive. Consumers might therefore substitute expenditure towards the good whose price has fallen. The strength of this effect depends upon the substitutability and availability of alternatives. The process is reversed for a price rise. The substitution effect would therefore be consistent with our ‘law of demand’.

‘Income effect’

A price decrease has no effect upon nominal income, i.e. the monetary value of a consumer’s disposable income is unaltered. However, it clearly influences real income as the consumer is now relatively better off. The degree to which this is the case depends upon the size of the price change and the significance of the good in overall expenditure. For example, a relatively large decrease in the price of electricity would have a significant effect upon the real income of most households. This increase in real income is equivalent to a change in nominal income, as the consumer may now take the opportunity to redistribute expenditure. This could result in more or less units being consumed of this and other goods.

Where an increase in real or nominal income encourages the consumer to buy more units, the good is referred to as normal; most goods fit this category. An inferior good is one where fewer units would be purchased. For example, following an increase in real income, the consumer might consume fewer ‘cheap’ goods and move towards more ‘expensive’ alternatives, such as travelling by taxi instead of bus, or eating in restaurants rather than buying ‘takeaways’. For this consumer, bus travel and ‘takeaway food’ would be classed as inferior goods. Given consumer ambitions, we all have examples of such inferior goods. Think of your own examples.

As outlined, a price change causes a combined substitution and income effect. With normal goods, both work together to ensure an inverse relationship between price and quantity demanded for both price increases and decreases. However, with inferior goods, the income effect works against the substitution effect. For example, a decrease in price raises real income and discourages consumption of the inferior good. The substitution effect still encourages consumption. Nevertheless, in such a circumstance it would be unusual for the income effect to outweigh the substitution effect and our ‘law of demand’ normally remains intact. In a total market situation this would almost certainly be the case given that the number of consumers with an income effect stronger than their substitution effect would be more than balanced out by consumers for whom this was not the case.

Goods where the income effect does outweigh the substitution effect are commonly referred to as Giffen goods. Examples are basic bulk foods such as rice and potatoes in near-subsistence societies. Here, for example, following a price fall, consumers may take the opportunity to diminish their consumption of a basic food and redistribute income towards less basic alternatives. The result might be a meal with rice and a little meat rather than all rice. Alternatively, an increase in the price of rice might force the consumer to curtail meat consumption and maintain their food bulk through increasing rice consumption. Such behaviour has been observed in very poor societies.
3.2.2 Other instances where the ‘law of demand’ might appear breached

These could include:

Speculative demand

An increase in house prices might create the expectation that prices will rise even further in the near future, fuelling increased demand at the current price. Similarly, in stock markets, an increasing share price might lead to increased demand, on the expectation that prices will rise further. In both examples, the prediction is likely to come true. The increase in demand leads directly to higher prices, further fuelling speculative expectations.

Conspicuous consumption

Most of us are concerned with our image and place particular emphasis upon being in or out of fashion. Many like to follow trends and be part of a crowd, others are concerned to be different. Some gain specific satisfaction from consuming expensive goods with a high conspicuous price.

The conspicuous price can generally be defined as the price that other people think the consumer paid for the good, or, more exactly, the price that the consumer thinks other people think they paid for the good (e.g. the satisfaction gained by the owner of a Ferrari believing that others see the car as a highly priced luxury). As noted, what is important is the price that the consumer thinks others think was paid for the good. In reality, the consumer may be mistaken. For instance, I may be happy to wear a particular article of clothing in the belief that others see it as both expensive and exclusive. In both respects, I may be wrong. However, so long as I continue to believe that others think it is both expensive and exclusive, I may continue to consume the good.

Conspicuous prices might cause an upward-sloping demand curve, as when a rising price increases the ‘conspicuous price’ this could have the net effect of increasing demand. Note, however, that although the higher price might encourage some consumers, it will discourage others, and the net effect could still be a fall in overall demand. The influence of conspicuous prices upon consumption is often referred to as a Veblen effect.

This effect is illustrated in Figure 3.2. Between points S and R, the demand curve is upward sloping, indicating that when price rises from S, the ‘conspicuous price’ effect outweighs any normal price effect. Clearly, the demand curve would not be permanently upward sloping. After point R, the ‘conspicuous price effect’ becomes outweighed by the normal price effect, and there must be a price \( P_n \) where demand is zero. Similarly, below point S, the demand curve takes on a normal downward slope, as any ‘conspicuous price effect’ becomes relatively insignificant at low prices and is outweighed by the usual price effect. \( Q_n \) denotes the level of demand if price were zero. The demand curve therefore takes on a backward S shape.

As noted, the existence of a ‘conspicuous consumption effect’ does not guarantee an upward-sloping demand curve over any portion of the curve. So long as the price effect dominates, then our ‘law of demand’ remains intact.

It is interesting to note that consumers often do not consume in isolation from each other and are therefore likely to be either encouraged or discouraged by the actions and assumed thoughts of others. Where consumers are motivated to ‘follow the crowd’, this is referred to as a bandwagon effect; where consumers wish to be exclusive, as a snob effect; and as a Veblen effect where they are concerned with the ‘conspicuous price’.
The market demand curve represents the summation of total consumer demand at all prices. Figure 3.3 indicates how such a curve can be derived.

Figure 3.3 assumes a simple market situation with only two consumers. At any price above \( P_1 \) only consumer 2 is in the market and that section of their demand curve is also the market demand curve. At prices below \( P_1 \) both individuals consume and the market demand curve becomes a horizontal summation of the two curves. For example, with a price of \( P \), then \( Q_4 = Q_1 + Q_3 \). If further consumers joined the market their demand curves would be added horizontally in a similar fashion and the market demand curve would shift to the right.
However, as previously observed, consumers do not always consume in isolation. It is possible that a third consumer coming onto the scene might influence the consumption of the first two. For example, if consumers 1 and 2 become aware that others are now consuming a good that they believed to be relatively exclusive, they might cease or diminish their own consumption. In practice we are not always fully aware of the consumption of others. Although an individual might think themselves to be wearing a fashion widely worn by others, this may not be the case. Consumers seldom have a completely accurate picture of market conditions. That said, the principle holds that the market demand curve is a horizontal summation of the individual demand curves.

### 3.4 Consumer surplus

Figure 3.3 indicates that consumer 2 generally placed a higher value on the good than consumer 1. While consumer 2 would be willing to purchase units at a price between $P_1$ and $P_2$, consumer 1 will only purchase at prices less than $P_1$.

With a price of $P$, consumer 2 is willing to buy up to $Q_3$ units. This last unit, the $Q_3$'rd, is referred to as the **marginal unit**, and previous units as **intra-marginal units**. The consumer consumes up to the margin where the value received from consuming that last unit is represented by the price they pay. Consumer 2 would not be willing to pay more than $P$ for unit $Q_3$. However, by inference, he/she would have been willing to pay more for the intra-marginal units. For example, consumer 2 would have paid $P_1$ for unit $Q_2$.

The consumer therefore receives a surplus on intra-marginal units in that he/she would have been willing to pay a higher price for those units. The difference between what the consumer actually pays for a commodity and the maximum sum he/she would have been willing to pay is referred to as **consumer surplus**.

The principle of consumer surplus is illustrated in Figure 3.4 showing consumer 2’s demand curve taken from Figure 3.3. $Q_3$ units are demanded at a price of $P$, and the area $OPXQ_3$ represents total expenditure on the good (i.e. the price of $P$ multiplied by the number of units consumed). As noted, the consumer would have been willing to pay more for intra-marginal units. For example, although he/she only pays a price of $P$ for unit $Q_2$, he/she would have been willing to pay $P_1$. $P_1$ minus $P$ represents the consumer surplus gained on unit $Q_3$. If we were to assume a large number of units from zero to $Q_3$ and further assume that the consumer pays the price they would have been willing to pay for each unit, then total expenditure for all $Q_3$ units would be approximated by the total area $OAXQ_3$. However, given that consumers actually pay only $P$ for all those units, then total expenditure is only $OPXQ_3$, and consumer surplus would approximate:

$$OAXQ_3 - OPXQ_3 = PAX$$

i.e. the amount consumers would be willing to pay minus the amount paid = consumer surplus.

The concept of consumer surplus is clearly of interest to the firm as it represents a possible source of additional revenue. For example, rather than charge the same price for all units, the firm might sell intra-marginal units at a higher price. Or, if a firm wishes to sell additional units, it has the possibility of selling those additional units at a lower price,
leaving the previous units sold at the original price. This strategy is often used by holiday firms to sell off unsold holidays prior to the start of the holiday package. Such strategies are generally referred to as price discrimination and will be considered in Chapter 9.

The concept of the consumer’s ‘willingness to pay’ is also of relevance in public policy making in that it may be used to place a monetary value on activities that do not appear to have a market price. Thus if a local council is considering sacrificing a local beauty spot to build a civic amenity, it might attempt to place a monetary value on that beauty spot by asking residents how much they might be willing to pay to preserve it (see, for example, Chapter 14). It is easy to imagine the difficulties involved in such an exercise.3

In Section 3.2 we noted that demand is influenced by a range of independent variables. So far we have concentrated upon the price of the good. Let us now consider the other main determinants. Again, we use a ceteris paribus approach.

A change in these other variables shifts the demand curve. This provides a distinction between:

1 changes in demand due to adjustments in the price of the good, causing movements up or down an existing demand curve (as seen in Figure 3.1 earlier), known as extensions or contractions in demand;

2 changes, or shifts in demand, due to a change in one of the other variables affecting demand, causing a movement to either the left or right of the original demand curve, (as illustrated in Figure 3.5 later), known as increases or decreases in demand.

### 3.5 Other determinants of demand

Figure 3.4 Consumer surplus

[Diagram of demand curve showing consumer surplus]

- price discrimination where different buyers or groups of buyers are charged different prices for an identical good
- extension in demand a rise in demand and a corresponding movement down a demand curve due to a fall in price
- contraction in demand a fall in demand and a corresponding movement up the demand curve due to an increase in price

---

3 Other determinants of demand
Although we have identified many independent or explanatory variables affecting the demand for a good, we will concentrate upon the influence of:

- the price of other goods
- consumers’ disposable income
- consumer tastes.

The influence of other independent variables would be analysed in a similar fashion. A measure of the influence of these independent variables upon demand is provided by the concept of ‘elasticity of demand’ which will be considered below (see Section 3.6).

### 3.5.1 The price of other goods

The degree to which a change in the price of another good influences demand depends upon the size of that change and the relationship between the goods. The goods can be seen to be either complements or substitutes and have a particular degree of complementarity or substitutability.

For example, an increase in the price of cinema tickets would diminish cinema attendance and might also result in the sale of less popcorn. To many cinema fans, popcorn is a complementary good to cinema attendance; they always buy popcorn to accompany the film. Popcorn and cinema attendance would therefore be classified as complementary goods.

Figure 3.5 shows three demand curves for popcorn, each associated with a different price of cinema tickets. Imagine initially that the price of cinema tickets is such that $D_1$ represents the demand curve for popcorn. If the price of cinema tickets were now to rise, this demand curve would shift to $D_2$, less popcorn being purchased at all prices. Conversely, if the price of cinema tickets had fallen, the demand curve shifts outwards to $D_3$ and more popcorn is consumed. Would a change in the price of popcorn

![Figure 3.5 Change in the price of another good](image-url)
have a similar effect upon the demand for cinema tickets? This must be less pronounced. Few, if any, people will stop attending the cinema if the price of popcorn increases.

If cinemas introduced a promotional event on ‘pick and mix’ sweets, offering them at a reduced price, the demand for popcorn would be likely to fall, shifting the demand curve from $D_1D_1$ to $D_2D_2$, i.e. ‘pick and mix’ sweets acting as a substitute for popcorn. Alternatively, if the price of ‘pick and mix’ increased, the demand curve for popcorn would shift to the right.

Clearly there are many other examples of complementary and substitute goods. List some of your own examples.

### 3.5.2 Consumers’ disposable income

As noted in Section 3.2, an income change encourages consumers to redistribute their expenditure between goods. Rising incomes increase the consumption of normal goods; falling incomes have the opposite effect. In contrast the consumption of inferior goods declines following an increase in income, and vice versa. It is also possible that a change in income might not affect the consumption of a good. These various possibilities are illustrated in Figure 3.6.

![Figure 3.6 Quantity demanded against income: the Engel curve](image)

The diagrams in Figure 3.6 show how demand may vary with changes in disposable income. The curve plotting income against demand is generally referred to as an Engel curve after Ernst Engel (1821–96), a German statistician who investigated the impact of income changes upon the food consumption of Belgian families in the mid-nineteenth century. His general conclusion was that as income rises the proportion of income spent on food declines. This proposition is commonly referred to as *Engel’s law*. The ‘law’ is then often extended to imply that the proportion of expenditure on all necessities (e.g. food) declines as incomes rise. In contrast, the proportionate expenditure on luxuries (or non-necessities) would increase.

Whilst the above is likely to be true, we must be guarded, as was Engel, in such generalisations. One person’s luxury might be another’s necessity, and goods that were once thought luxuries might later become necessities (e.g. many now see a colour television,
video or DVD player as a necessity). Nevertheless, the implications of the general proposition are certainly echoed in business. Thus, while supermarkets are not so adversely affected in an economic recession, as consumers continue to buy foodstuffs, providers of luxury overseas holidays might experience a significant fall in demand during such a period.

The Engel curve slopes upwards so long as the good is normal. For good A in Figure 3.6, the curve slopes upwards at an increasing rate as the proportion of income spent on the good increases (i.e. rising income leads to a greater than proportionate rise in expenditure). Conversely, if income falls, the proportion of income expended also falls.

For good B in Figure 3.6, the curve increases at a decreasing rate up to a disposable income of a, showing that the proportion of income spent on the good is falling. If income fell below a, the proportion of income spent on the good would rise. As income rises from a to b, consumption of good B is unchanged. The income effect is neutral. Beyond b, the good is inferior and becomes increasingly so as the curve declines at an increasing rate. An example of such a good might be baked beans for a typical student. Up to a, the student buys more of this most ‘useful necessity’, although starting to spend proportionally more on other more luxurious foods, including the possibility of eating out. Consumption is then constant between a disposable income of a to b. Beyond b, consumption falls as the student discovers more eclectic tastes!

The concept of income elasticity (see Section 3.6.6) provides a measure of the responsiveness of demand to a change in income. In relation to our investigation of demand, a change in income causes the demand curve to shift. For example, referring back to Figure 3.5, if popcorn were a normal good, then an increase in income would shift the curve to the right, or to the left following a fall in income. The degree of shift is greater the stronger the normality of the good and the larger the change in income. The reverse would be the case if the good were inferior.

3.5.3 Consumer tastes

A shift in consumer tastes towards the good – perhaps brought about by a successful advertising campaign – would move the demand curve to the right. This can again be illustrated through our popcorn example in Figure 3.5 as a movement from $D_1D_1$ to $D_3D_3$. The same rightward shift could be brought about by the increased popularity of cinema attendance, on the assumption that the goods are complementary. A leftward shift ($D_1D_1$ to $D_2D_2$) might be caused by a decrease in the popularity of cinema attendance, the successful advertising of a popcorn substitute, or a food scare allegedly linked to popcorn consumption!

---

Mini case

Careless talk costs customers!

Despite all the best efforts of the marketing and sales divisions of a firm to promote demand, a company’s best efforts can often be undone by the careless talk of chief executives. Perhaps the most famous gaffe in British corporate history took place in the early 1990s when Gerald Ratner, Head of Ratners, at the time Britain’s leading high street jeweller, was reported as saying at a meeting of the Institute of Directors: ‘We also do cut-glass sherry decanters complete with six glasses on a silver tray that your butler
In Section 3.2 we presented the demand curve as downward sloping, illustrating an inverse correlation between price and quantity demanded. Although such a correlation would be known to businesses, they are likely to be more concerned with the degree of responsiveness of demand to a change in price. By how much might demand change if price were decreased, and would the increased sales at a lower price lead to a higher or lower sales revenue? For example, a professional football team who typically have a half-empty stadium know that reducing ticket prices will sell more tickets. However, whether revenue from tickets sales increases depends upon the responsiveness of demand given the competitive nature of the market and accusations that interest rates on credit cards were generally too high.

Such unguarded comments by company executives, often to the despair of the company and its shareholders, can have a real impact upon consumer demand. In terms of our analysis, this shifts consumer tastes away from the good, moving the demand curve in Figure 3.5 to the left. (See Section 3.5.3.)

### 3.6 Elasticity

In Section 3.2 we presented the demand curve as downward sloping, illustrating an inverse correlation between price and quantity demanded. Although such a correlation would be known to businesses, they are likely to be more concerned with the degree of responsiveness of demand to a change in price. By how much might demand change if price were decreased, and would the increased sales at a lower price lead to a higher or lower sales revenue? For example, a professional football team who typically have a half-empty stadium know that reducing ticket prices will sell more tickets. However, whether revenue from tickets sales increases depends upon the responsiveness of demand to the fall in price. Indeed, increasing price might result in smaller crowds, yet at the same time increase overall revenue.

A measurement of the responsiveness of demand to a change in one of our independent variables is provided by the concept of elasticity. An elasticity measures the responsiveness of one variable to changes in another. For example, with regard to the various independent variables that affect demand for a specific good:

\[
\text{An elasticity of demand} = \frac{\text{Percentage (\%) change in the demand for good A}}{\text{Percentage (\%) change in an independent variable}}
\]
We measure changes proportionately (i.e. as a percentage change) rather than in absolute terms. In so doing, we obtain a measurement that is independent of the unit of measurement of the numerator and denominator. For example, a percentage change in price would be the same whether measured in pounds sterling or the equivalent value of US dollars.

We will concentrate upon three elasticities:

- price elasticity of demand
- cross-price elasticity of demand
- income elasticity of demand.

### 3.6.1 Price elasticity of demand (\(E_p\))

In terms of our formula,

\[
E_p = \frac{\% \text{ change in demand}}{\% \text{ change in price of the good}}
\]

the inverse relationship between price and quantity demanded (i.e. the 'law of demand') provides a negative solution. For example, with a positive denominator (an increase in price) and a negative numerator (a decrease in demand), the solution is negative. However, by convention, the minus sign is omitted and price elasticity is presented as a positive figure.

If a percentage change in price brings about a greater percentage change in demand, then price elasticity as a numerical value is greater than 1 and demand is referred to as being relatively price elastic. Alternatively, if demand had changed by a lower percentage than the percentage change in price, then price elasticity is less than 1 and demand is relatively price inelastic. These concepts provide us with a useful piece of jargon. For example, we might generally state that demand for cigarettes is strongly inelastic, implying that an increase in price has little influence upon demand. Alternatively, we might observe that the demand for a single brand of cigarettes (\(ceteris paribus\)) is relatively elastic, given that smokers could switch brands and thus could be price sensitive. We will see later how actual calculations of elasticity are made.

Table 3.1 provides a summary of the ranges of price elasticity, a descriptor, and the predicted change in total revenue received by the firm (or total expenditure by consumers) as a result of the price change. These elasticities are illustrated in Figure 3.7.

As indicated in Table 3.1, price elasticity ranges from zero (perfectly inelastic) to infinity (perfectly elastic). Perfect inelasticity (Figure 3.7a) might be illustrated by an individual who always buys a particular morning newspaper irrespective of price. A situation of perfect elasticity (Figure 3.7e) might appear unlikely, although we will see later how this applies to firms in highly competitive markets. An implication of such a demand curve would be that the firm can sell more without changing price. If the firm were to attempt to increase the price above \(P\), they would lose all custom, and the firm would not consider lowering the price below \(P\) because they can anyway sell all they wish at that price.

The demand curve illustrating unitary elasticity (Figure 3.7c) is called a rectangular hyperbola. The property of this demand curve is such that if you multiply price by quantity relative to any point on the curve, the value of total revenue (or total expenditure) is constant. This might depict an individual who always spends a fixed sum of money on a
good in a given time period: for example, a fixed weekly budget of £10 to spend on beer. If the price of beer were to rise by 5 per cent, consumption falls by 5 per cent and the £10 budget is spent. Price elasticity therefore equals 1, neither elastic nor inelastic.

Figure 3.7b shows a relatively price inelastic demand curve. As indicated in Table 3.1, a price increase leads to an increase in total revenue, that is:

- at $P_1$, total revenue (TR) from sales = $P_1 \times Q_1 = \text{areas A + B}$
- at $P_2$, total revenue (TR) from sales = $P_2 \times Q_2 = \text{areas A + C}$
- given that $C > B$, then TR will rise.

Alternatively, if price were to fall from $P_2$ to $P_1$, then TR would fall.

Figure 3.7d shows a relatively price elastic demand curve. In this case a fall in price results in an increase in total revenue, and vice versa. Therefore:

1 When demand is price inelastic:
   - a price rise will increase total revenue; consumer expenditure on the good increases;
   - a price fall will decrease total revenue; consumer expenditure decreases.

2 When demand is price elastic:
   - a price rise will decrease total revenue or total expenditure;
   - a price fall will increase total revenue or total expenditure.

Such changes in revenue as prices change are, of course, relevant to businesses and can affect their pricing decisions (see Section 3.6.5).
Figure 3.7 Demand curves illustrating a range of price elasticities
3.6.2 Calculating price elasticity

From the information provided in Figure 3.8 imagine a price rise from 40p to 60p and a fall in demand from 25 to 20 units; thus:

\[ E_p = \frac{\% \text{ change in } Q}{\% \text{ change in } P} = \frac{\Delta Q}{Q} \times \frac{100}{\Delta P} \times 100 \]

where:
- \( \Delta \) = ‘change in’
- \( \Delta Q \) = absolute change in quantity demanded
- \( \Delta P \) = absolute change in price
- \( Q \) = original quantity demanded
- \( P \) = original price

\[ \frac{5/25 \times 100}{20/40 \times 100} = \frac{20\%}{50\%} = 0.4 \]

This shows demand is inelastic. However, a problem of this measurement is that if you were to then measure elasticity when the price fell from 60p to 40p, the answer would be different, that is:

\[ E_p = \frac{\Delta Q}{Q} \times \frac{100}{\Delta P} \times 100 \]

\[ = \frac{5/20 \times 100}{20/60 \times 100} = \frac{20\%}{33.3\%} = 0.75 \]
The reason for the variation is that the percentage change in each case is measured from a different base. When the price rises from 40p to 60p, this is a 50 per cent rise. When it falls from 60 to 40p, it is only a 33.3 per cent fall. The value of elasticity therefore varies (the value 0.4 actually represents elasticity at point Y, and 0.75 the value at point X, as we will see below when we discuss the concept of point elasticity). Note that, as points X and Y in the diagram come closer together, the difference in the calculation for a price increase or decrease diminishes.

To avoid ambiguity, it is usual to measure elasticity as the percentage change from the average value of price and quantity before and after the change. The value of price elasticity will then be identical for either increases or decreases in price, that is:

\[
E_p = \frac{\text{% change in } Q}{\text{% change in } P} = \frac{\Delta Q}{0.5(Q_1 + Q_2)} \times 100 \times 0.5\frac{\Delta P}{(P_1 + P_2)} \times 100
\]

\[
= \frac{5/22.5 \times 100}{20/50 \times 100} = \frac{22.2\%}{40\%} = 0.55
\]

The above calculation provides us with a measurement of arc elasticity of demand. That is, we are measuring elasticity between points X and Y on the curve. (We are, in effect, measuring it at a point equidistant between points X and Y.)

Imagine that X and Y are now so close together they are virtually a single point, i.e. there is an extremely small change in price, such that we are effectively looking at a single point on the demand curve. If we were now to measure elasticity we are effectively measuring that elasticity at a single point. This would be referred to as point elasticity. We can now use our original equation:

\[
E_p = \frac{\Delta Q \times 100}{\Delta P \times 100} \quad \text{(eq. 1)}
\]

or, cancelling the hundreds, and rearranging the terms:

\[
E_p = \frac{\Delta Q}{\Delta P} \times \frac{P}{Q} \quad \text{(eq. 2)}
\]

\[
= \frac{\Delta Q}{\Delta P} \times \frac{P}{Q} \quad \text{(eq. 3)}
\]

Equation 4 tells us that price elasticity at any point on the demand curve equals the ratio of price to quantity (P/Q) multiplied by the ratio of the change in quantity to the change in price (\(\Delta Q/\Delta P\)), where \(\Delta Q/\Delta P\) represents the slope of the demand curve.

By mathematical convention, it is usual to express the slope as the ratio \(\Delta P/\Delta Q\). Therefore, \(\Delta Q/\Delta P\) represents the inverse of the slope. From Figure 3.9, note that this ratio would be constant on a linear demand curve, i.e. the ratio would be the same between any two points on the curve. It also represents the slope at a single point.

Price elasticity at any point on the demand curve therefore equals the ratio \(P/Q\) multiplied by a constant, K:

\[
= K \times \frac{P}{Q} \quad \text{(eq. 5)}
\]
Figure 3.9 illustrates how price elasticity would vary over the length of a linear demand curve.

If \( Q = 0 \), then:

\[
E_P = K \times \frac{P}{Q} = \infty
\]

Elasticity is infinite or perfectly inelastic.

As we move down the demand curve, the ratio \( P/Q \) falls. Demand is becoming increasingly less elastic.

Halfway along the curve, price elasticity is unitary. This marks the boundary between elastic and inelastic. Below this point, demand becomes increasingly inelastic.

If \( P = 0 \), then:

\[
E_P = K \times \frac{O}{Q} = 0
\]

Demand is perfectly inelastic.

We can now also see that although the curves in Figure 3.7b and Figure 3.7d were portrayed respectively as relatively inelastic and elastic, the value of elasticity varies over the length of such curves. Even a ‘shallow’ curve such as in Figure 3.7d would have sections which are relatively inelastic.

The principle of point elasticity can be used to estimate elasticity on a non-linear demand curve. Consider Figure 3.10. At point \( X \), elasticity equals \( P/Q \) multiplied by the inverse of the gradient of the demand curve at that point. The gradient can be found by measuring the slope of a tangent to the curve at point \( X \), i.e. \( \Delta Q/\Delta P \).
### 3.6.3 Revenue and price elasticity

Table 3.2 provides an example of a demand relationship. As price falls (column 1), demand increases (column 2). Note: Total revenue (TR) = $P \times Q$

therefore:

$$P = \frac{TR}{Q} = \text{average revenue (AR) per unit sold.}$$

<table>
<thead>
<tr>
<th>Column 1</th>
<th>Column 2</th>
<th>Column 3</th>
<th>Column 4</th>
<th>Column 5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Price or AR (pence)</strong></td>
<td><strong>Quantity</strong></td>
<td><strong>Total revenue (pence)</strong></td>
<td><strong>Marginal revenue (pence)</strong></td>
<td><strong>Elasticity</strong></td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>10</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>18</td>
<td>8</td>
<td>6.33</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>24</td>
<td>6</td>
<td>3.40</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>28</td>
<td>4</td>
<td>2.14</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>30</td>
<td>2</td>
<td>1.44</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>30</td>
<td>0</td>
<td>1.00</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>28</td>
<td>–2</td>
<td>0.69</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>24</td>
<td>–4</td>
<td>0.47</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>18</td>
<td>–6</td>
<td>0.29</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>10</td>
<td>–8</td>
<td>0.16</td>
</tr>
<tr>
<td>0</td>
<td>11</td>
<td>0</td>
<td>–10</td>
<td>0.05</td>
</tr>
</tbody>
</table>

**Figure 3.10 Price elasticity on a non-linear demand curve**
So long as all units are sold at the same price the demand curve is also an average revenue curve. However, in certain circumstances, businesses may choose to sell certain units at a different price. For example, prior to take-off, an airline might sell unsold seats at a discount. This is an example of price discrimination (see Chapter 9). In such a case, the demand curve and the average revenue curve would diverge.

Column 3 indicates total sales revenue \((P \times Q)\) and column 5, price elasticity estimated on the basis of arc elasticity. As the price falls from 10p to 9p total revenue rises and the proportionate increase in quantity demanded is greater than the proportionate fall in price, i.e., \(E_p > 1\). As the price continues to fall towards 6p, the demand remains price elastic, although its value is falling. Total revenue therefore increases at a decreasing rate. When the price falls to 5p, total revenue reaches a peak and price elasticity equals unity. When the price falls below 5p, demand is price inelastic and becoming increasingly so. Total revenue now falls at an increasing rate.

Column 4 shows marginal revenue. This is defined as the change in total revenue from selling either one extra, or one less, unit. For example, as the price falls from 9p to 8p, to sell the third unit total revenue rises from 18p to 24p, demand being price elastic. The marginal revenue (MR) from selling the extra third unit is therefore 6p (i.e. 24p minus 18p). Note that marginal revenue for the third unit is less than the price at which it is sold because to sell that extra unit, the price of previous units, the intra-marginal units, is also decreased.

When price falls over the inelastic section of the demand curve, total revenue falls and marginal revenue is negative. For example, in selling the ninth unit, total revenue falls from 24p to 18p and marginal revenue is minus 6p.

The above relationship between price (average revenue), marginal revenue, total revenue and price elasticity is shown graphically in Figure 3.11. As price falls from \(P\) to \(P_1\), then \(E_p > 1\), yet falling. \(TR\) therefore increases at a decreasing rate and MR is positive, yet
falling. At \( P_1 \), \( E_p = 1 \) and \( TR \) is maximised. \( MR = 0 \) at the corresponding output, \( Q_1 \). With price falling below \( P_1 \), then \( E_p < 1 \) and becomes increasingly inelastic. \( TR \) therefore falls at an increasing rate with \( MR \) becoming increasingly negative.

We have noted that marginal revenue is the change in total revenue brought about by a one unit change in quantity sold. This can be expressed as:

\[
\text{Marginal revenue (MR)} = \frac{\text{Change in total revenue}}{\text{change in quantity}} = \frac{\Delta TR}{\Delta Q}
\]

If we move from point a to point b on the total revenue curve in Figure 3.12, marginal revenue would be represented by the slope of the line (the chord) between a and b \((= \Delta TR/\Delta Q)\). As the number of units on the quantity axis increases, the distance \( \Delta Q \) falls and the length of the chord diminishes. As \( \Delta Q \) approaches zero, a continuation of the chord could be seen as a tangent to the total revenue curve at that point (see point X on Figure 3.12).

A tangent drawn to the total revenue curve at any point therefore approximates the value of marginal revenue at that level of output, for example, at point X, \( MR = \Delta TR^*/\Delta Q^* \). As we move up the total revenue curve, the slope of such tangents falls (marginal revenue is falling). At \( Q_1 \), a tangent to the total revenue curve is horizontal and marginal revenue is zero. Beyond \( Q_1 \) tangents are negatively sloped and marginal revenue is negative. Marginal revenue becomes increasingly negative as output rises from \( Q_1 \).

Figure 3.12 Price elasticity: average revenue and marginal revenue on a total revenue curve
The slope of a ray to the total revenue at any point on Figure 3.12 represents average revenue, or price. For example, at output $Q_2$, average revenue $= TR^*/Q_2$. As output increases, the slope of a ray falls, i.e. price falls to increase sales. At all points on the total revenue curve, with the exception of when output is zero, the slope of a ray is greater than a slope of a tangent, i.e. price exceeds marginal revenue. This is illustrated at point x on Figure 3.12.

The information shown on Figure 3.11a is therefore also available on Figure 3.11b. A clear understanding of the relationship between price, elasticity and total revenue is essential to our analysis.

3.6.4 The determinants of price elasticity

The main determinants are:

The availability of substitutes

The greater and closer the number of substitutes, the higher the elasticity. For example, the price elasticity of a single brand of chocolate is relatively elastic given the wide availability of substitutes. If the price of just one brand were to rise, this would be likely to cause a proportionally large decrease in demand for the brand. Alternatively, demand for petrol is likely to be inelastic given most drivers’ unwillingness to consider alternative means of transport.

The need satisfied by the good

Where a good is seen as a necessity it will generally be price inelastic. For example, food as a general commodity is price inelastic over a wide price range. Alternatively, non-necessities or luxuries are more likely to be elastic. Thus although an annual holiday might be seen as a necessity by most families, a holiday in the Caribbean or Seychelles might be considered a luxury and prone to cancellation by many families if its price increased.

As noted previously, caution should be taken with the above generalisations. One person’s necessity might be another’s luxury, and goods that were once luxuries might become necessities.

The time period

Consumers often take time to adjust their consumption patterns to price changes. Generally, demand becomes more price elastic over time. For example, an increase in the price of domestic gas might have little immediate impact upon consumption. However, if the price differential between gas and other fuels continues, consumers might then take the opportunity to replace their gas appliances with electric and/or improve their house insulation. Gas appliances might only be replaced once they become obsolete or worn out. Demand then becomes more elastic over this longer time.

A time lag might also allow producers to develop and introduce substitutes, like the development of a wider range of increasingly fuel-efficient cars following the increase in motoring costs after the first OPEC oil price increases of the mid-1970s.
The proportion of income spent on the good

It is commonly observed that the larger the proportion of income spent on a good, the greater the elasticity, and vice versa. This is largely due to the impact of the price change upon real income, in that where a good takes up a relatively large portion of income, a price change has a significant effect upon real income. Where the good is normal, the impact upon demand will therefore be relatively strong and elasticity high. Conversely, if the good were inferior, demand might be inelastic. In fact, as we have seen in the case of a Giffen good, not only would expenditure on the good fall following a fall in price, but so would the number of units consumed. The above observation therefore needs to be treated cautiously.

Although we have isolated a number of factors likely to affect the value of price elasticity, the elasticity for a single good will be determined by a combination of such factors. For instance, the demand for salt is generally inelastic due to a lack of substitutes, its position as a necessity and the small amount of income spent on that good. Although expenditure on petrol might take up a relatively large portion of many people’s income, the lack of available substitutes leads to its having an inelastic demand. Remember, however, that the demand for different brands of petrol is generally price elastic, hence the success of petrol stations at supermarkets often selling petrol at lower prices and in convenient locations.

3.6.5 The importance of the concept of price elasticity to the firm

An understanding of price elasticity can be important to the firm when determining pricing strategy. For example, a firm might aim to increase sales by 15 per cent over the next year. If it were to rely upon price to achieve this goal, an estimate of price elasticity would help it to determine the necessary price decrease to achieve the target sales growth.

Further, if a firm knew that the demand for its good was price inelastic, it might safely increase price and suffer a relatively small loss in market share whilst at the same time increasing its total revenue. Moreover, the decreased costs brought about by lower production must by definition result in increased profitability. Alternatively, lowering price must decrease profits as revenue falls and costs increase with higher levels of production. A consideration of revenue and cost might also make the firm wary of decreasing price if demand were known to be price elastic, for although revenue would rise, so would costs due to increased production. The firm would need to estimate whether the increasing revenue is sufficient to outweigh increasing costs. A detailed analysis of costs, revenue and profit will be undertaken in Chapter 5.

It is always in the interest of the firm to decrease the substitutability of its product against those of rival producers. In so doing, its good becomes less price elastic. This could be achieved by increasing consumer loyalty through successful branding, possibly brought about and maintained through continuous advertising. Where the producer possesses a dominant brand, this allows pricing at a premium over cost. Note, for example, the willingness of many supermarket shoppers to pay high prices for branded goods over the supermarket’s own brand, although in many cases the product might be virtually identical.

We noted previously the practice of price discrimination where producers might sell the same good at different prices. We will see in Chapter 9 that a knowledge of the price elasticities in different markets is necessary for successful price discrimination.
A knowledge of price elasticity is also of relevance to governments when determining taxation strategies. For example, although high taxes levied on such goods as tobacco and alcohol might be rationalised by governments as aimed at discouraging consumption, the low price elasticity of such goods also makes the tax lucrative as a source of government revenue.

The firm’s knowledge of price elasticity is unlikely to be fully accurate due to problems in estimation and information that might be correct at one moment but might rapidly become inaccurate as market conditions change (e.g. a rival firm might restyle and relaunch its product range). Obtaining market information can also be costly and beyond the reach or capability of many firms. We should not therefore assume that firms have a full knowledge of price elasticities.

### 3.6.6 Income elasticity of demand

We have seen that a change in disposable income shifts the demand curve to the left or right depending upon whether the good is normal or inferior, and if disposable income increases or decreases. The responsiveness of demand to changes in disposable income is measured by the **income elasticity of demand**: 

\[
\text{Income elasticity (E}_y) = \frac{\text{Percentage change in quantity demanded}}{\text{Percentage change in disposable income}}
\]

Table 3.3 shows the range of income elasticities. For normal goods income elasticity is positive. Where \(E_y\) is greater than 1, demand is **income elastic**: the percentage change in quantity demanded exceeds the percentage change in disposable income. This would be the case for good A in Figure 3.6 where the Engel curve was rising at an increasing rate. As noted, such goods may be termed luxuries.

<table>
<thead>
<tr>
<th>Value of (E_y)</th>
<th>Terminology</th>
<th>Descriptor</th>
<th>Type of good</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E_y &gt; 1) (i.e. greater than zero, but less than 1)</td>
<td>Income inelastic</td>
<td>A change in income leads to a less than proportionate change in demand</td>
<td>Normal good ‘necessities’</td>
</tr>
<tr>
<td>(E_y &gt; 1)</td>
<td>Income elastic</td>
<td>A change in income leads to a greater than proportionate change in demand</td>
<td>Normal good ‘luxuries’</td>
</tr>
<tr>
<td>(E_y = 0)</td>
<td>Zero income elasticity</td>
<td>Demand stays constant despite a change in income</td>
<td></td>
</tr>
<tr>
<td>(E_y &lt; 0)</td>
<td>Negative income elasticity</td>
<td>Quantity demanded falls as income increases, and vice versa</td>
<td>Inferior good</td>
</tr>
</tbody>
</table>

Where \(E_y\) is positive and less than 1, demand is **income inelastic**. The percentage change in demand is less than the percentage change in income. Such goods may be classified as necessities. This would correspond to good B on Figure 3.6 up to an income of a.
If \( E_y \) were zero, demand is unaffected by a change in disposable income. This corresponds to good B in Figure 3.6 from a disposable income of a to b. Where demand decreases following an increase in disposable income, \( E_y \) is negative and the good is inferior. This corresponds to good B on Figure 3.6 beyond an income of b. For a good to have a negative income elasticity, it must have been normal over lower levels of income.

**The importance of income elasticity to the firm**

The concept of income elasticity can help explain the changing structure of an economy. As the economy grows, and disposable income increases, those sectors producing goods and services which are income elastic expand relative to those producing goods and services of a lower or negative income elasticity. This need not mean that all firms within a sector share the same experience. Some will always perform better or worse than the average. Nevertheless, over a period of time, the value of income elasticity can be an important explanatory factor of a sector’s or firm’s performance.

As regards future investments, if you were confident of rising incomes, it might be good advice to invest in those sectors where demand is income elastic. Firms in such sectors certainly pay particular attention to forecasts of aggregate economic activity, and knowledge of the income elasticity of demand for their goods is invaluable in determining long-term investment strategies. Firms producing goods with a low elasticity might be comforted in the knowledge that they should not be hit so severely in a recession.

### 3.6.7 Cross-elasticity of demand

We have seen how a change in the price of one good may shift the demand curve for another good to the left or right depending upon the relationship between the goods and the direction of the price change. The relationship between goods can be measured by cross-price elasticity of demand. For example, the influence of a change in the price of good B upon the demand for good A is measured as follows:

\[
\text{Cross-elasticity of demand (} E_x \text{) } = \frac{\text{Percentage change in quantity demanded of good A}}{\text{Percentage change in price of B}}
\]

Whether cross-elasticity is positive or negative depends upon the relationship between the goods (see Table 3.4).

<table>
<thead>
<tr>
<th>Value of ( E_x )</th>
<th>Terminology</th>
<th>Descriptor</th>
<th>Type of goods</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_x &gt; 0 )</td>
<td>Positive cross-elasticity</td>
<td>Increase in the price of good B leads to an increase in the demand for good A, and vice versa</td>
<td>Substitutes</td>
</tr>
<tr>
<td>( E_x &lt; 0 )</td>
<td>Negative cross-elasticity</td>
<td>Increase in the price of good B leads to a decrease in the demand for good A, and vice versa</td>
<td>Complements</td>
</tr>
<tr>
<td>( E_x = 0 )</td>
<td>Zero cross-elasticity</td>
<td>A change in the price of good B has no effect upon the demand for good A</td>
<td>Little or no relationship between the goods</td>
</tr>
</tbody>
</table>
If A and B are substitutes, an increase in the price of B increases the demand for A, and \( E_x \) is positive (i.e. the numerator and denominator in the equation are both positive). If the price of B falls, the demand for A falls and \( E_x \) is still positive (i.e. the numerator and denominator are both negative, and a minus divided by a minus gives a positive solution).

If A and B are complementary, a change in the price of B has an inverse effect upon the demand for A. Cross-elasticity is therefore negative as both a +/– and a –/+ give a negative solution.

The value of \( E_x \) is larger the closer the goods are substitutes. Thus, the value would be greater between an Audi and a BMW car than, say, between an Audi and a Skoda. The more similar the goods are in the eye of the consumer, the greater the value of \( E_x \). Where two goods are homogeneous (i.e. perfect substitutes), \( E_x \) approaches infinity.

The closer the complementarity between any two goods, the lower the value of \( E_x \). For example, bread and butter or margarine might be closer complements than bread and marmalade on the basis that whilst nearly everyone spreads butter or margarine on their bread, far fewer also use marmalade.

If the goods are unrelated a change in the price of B has no effect on the demand for A, and \( E_x \) equals zero. Note, however, that a wide range of related and unrelated goods compete for a consumer’s finite income, and in this sense goods might appear substitutes or complements. For example, a decrease in the price of beer might lead to an increase in the demand for student textbooks. Does this make beer and textbooks complements? Although this is a possibility for some students, the more likely explanation is the price inelasticity of demand for beer leading to less expenditure on beer and more income being available to be spent on other goods, including academic texts!

The value of \( E_x \) is unlikely to be symmetric between any two goods (i.e. the effect of a percentage change in the price of B upon the demand for A might not be the same as a change in the price of A upon the demand for B). Hence, as noted previously, although an increase in the price of cinema tickets might have a certain impact upon the demand for popcorn sales, the same proportionate change in the price of popcorn would have little, if any, effect upon the demand for cinema tickets.

The concept of cross-elasticity can also be used to define those products to be included in a given market. For example, the automobile industry consists of a number of markets, ranging from the luxury car market to the small car market and including the ‘classic car’ and ‘four-wheel drive’ markets, etc. Different models of car might be placed in particular markets depending on their sharing a similar cross-elasticity. Given the varying degree of substitutability between different cars, the value of \( E_x \) would differ between any two models that might be placed in the same market. Boundaries between markets might appear as gaps in the chains of substitutability as measured by \( E_x \).5

3.6.8 The importance of cross-elasticity to the firm

In competitive markets firms should be aware of how a change in a rival’s price will affect demand for their own goods. A high value of cross-elasticity implies strong interdependence between firms and this could influence a firm’s pricing strategy, as when one supplier is unwilling to embark upon a price cut in case this leads to retaliatory price cuts from its competitors. Firms also often produce a range of products, many of which compete with each other, as in the case of cigarette or detergent manufacturers. In such
circumstances the firm should also be aware of the cross-elasticity between its own brands when price setting.

Knowledge of the strength of cross-elasticities is also relevant when firms are supplying complementary goods, as illustrated by the case of suppliers of computer software who have experienced significant increases in demand as a result of the increased popularity of home computers.

### 3.6.9 Other elasticities

As indicated in Section 3.6, an elasticity is a general concept measuring the responsiveness of one variable to a change in another. Other commonly used elasticities include:

#### Price elasticity of supply

\[
E_s = \frac{\text{Percentage change in quantity supplied}}{\text{Percentage change in price}}
\]

This is normally positive, reflecting the upward slope of the supply curve, i.e. an increase in market price encouraging producers to increase supply, and vice versa. The value of \( E_s \) will be determined primarily by the number of firms supplying the good, how costs respond to output changes, and the period of time over which supply is measured. Generally, as with all elasticities, \( E_s \) is higher over a longer time period.

The supply curve, and connected concepts, will be discussed fully in Chapter 5.

#### Advertising elasticity

\[
E_a = \frac{\text{Percentage change in quantity demanded of good A}}{\text{Percentage change in expenditure on advertising good A}}
\]

The value should always be positive. If \( E_a < 1 \), i.e. inelastic, proportionally large amounts of expenditure would be needed to increase demand. In such circumstances the firm might seek alternative ways of increasing demand. The most successful advertising campaigns are those with the highest elasticity. We would also generally expect to observe eventual diminishing returns to advertising, i.e. as expenditure on a given advert increases, the percentage increase in generated demand will eventually decline.

We may also have a cross-advertising elasticity. This measures the influence of a change in advertising expenditure on good A upon the demand for good B. The value could be positive or negative depending upon the relationship between the goods, i.e. positive for complements and negative for substitutes.

#### Conjectural price flexibility

\[
E_c = \frac{\text{Expected percentage change in the price charged by firm B}}{\text{Actual percentage change in price charged by firm A}}
\]

This elasticity can be used to measure the conscious interdependence between firms, i.e. the degree to which firm A forecasts its rival, firm B, would change price in retaliation to its own price change. In oligopolistic markets (see Chapter 7), with relatively few firms and a strong degree of known interdependence between those firms, we would expect the value of \( E_c \) to be positive if one of those firms were to initiate a price decrease. Retaliation from competitors would be expected and the recognition of such retaliation might discourage the firm from initiating that price decrease. However, the value of \( E_c \)
would be far lower were the firm to increase price, as that firm would be unlikely to anticipate rivals matching a price increase. In markets where there is little or no awareness of interdependence between firms, the value of \( E_c \) would be relatively low.

Although this elasticity contains a high degree of subjectivity, it is nevertheless relevant to a firm’s decision-making strategy. Firms would also be aware that rivals might retaliate in reaction to the change in other sales variables, for instance a new advertising campaign or any new sales promotion. (Note the link with game theory which is discussed in Chapter 7.)

The elasticities of demand for exports and imports
In open economies we are concerned with the international competitiveness of goods. A change in the price of UK goods relative to our competitors, perhaps brought about by a movement in our exchange rate, affects the demand for both exports and imports. We can measure the export price elasticity of demand as:

\[
E_{cx} = \frac{\text{Percentage change in the demand for UK exports}}{\text{Percentage change in price of UK exports}}
\]

and for imports:

\[
E_{imp} = \frac{\text{Percentage change in the demand for UK imports}}{\text{Percentage change in price of UK imports}}
\]

We can also consider the income elasticity of demand for UK imports and exports. Income elasticity of demand for UK exports:

\[
E_{yexp} = \frac{\text{Percentage change in demand for UK exports}}{\text{Percentage change in disposable income abroad}}
\]

and for imports:

Income elasticity of demand for UK imports:

\[
E_{yimp} = \frac{\text{Percentage change in demand for UK imports}}{\text{Percentage change in UK disposable income}}
\]

The value of such trade elasticities is clearly of importance to our external trade balance. However, although price competitiveness and income changes play a major role in the fortunes of external trade, they are not the only factors affecting demand. As in all markets, consumers are also concerned with product characteristics, after-sales service, reliability, etc. UK firms must therefore pay attention to all such factors to secure success in competitive world markets.\(^6\)

### 3.7 Criticisms of demand theory

Are consumers perfectly informed and do they act rationally?
Demand theory tells us that consumers divide their disposable income between goods and services so as to maximise their satisfaction or utility. If the relative price of goods changes, the consumer adjusts expenditure between goods to maintain maximum satis-
The price of texting

Many of us rely on texting to remain in contact with friends and family, whether for convenience or as a cheaper alternative to telephoning. Indeed, according to the UK industry regulator, approximately 75 per cent of UK adults aged 15 and over now own a mobile phone. In October 2003, the daily average number of texts stood at 58.5 million, up from 50 million in October 2002. On New Year’s Eve 2003, the number was estimated to top 100 million; on Valentine’s Day 2003, 78 million, estimated at six times more than traditional cards.

Given the demand and the near identical service from most providers, we would expect the customer to seek the cheapest network. Obtaining information and making comparisons can, however, be difficult, and customers might not always be aware of alternative deals on offer.

Table 3.5, published in the Guardian, 20 December 2003, shows the differing prices per text from various UK providers depending upon whether you are ‘pay as you go’ (PAYG), under ‘contract’, and texting either from the UK to abroad or vice versa. As you can see, particularly when phoning from abroad, the prices vary considerably. Note how an individual provider’s charges can vary depending upon from where you are texting the UK. They also vary by country of destination when texting abroad from the UK.

Table 3.5 What they charge you

<table>
<thead>
<tr>
<th>Cost per text in the UK</th>
<th>Cost per text from UK to UK phone abroad</th>
<th>Cost per text from abroad</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Contract</td>
<td>PAYG</td>
</tr>
<tr>
<td>Vodafone</td>
<td>12p</td>
<td>12p</td>
</tr>
<tr>
<td>Orange</td>
<td>10p</td>
<td>12p</td>
</tr>
<tr>
<td>3</td>
<td>10p</td>
<td>10p</td>
</tr>
<tr>
<td>T Mobile</td>
<td>10p</td>
<td>10p</td>
</tr>
<tr>
<td>Virgin Mobile</td>
<td>na</td>
<td>3p*</td>
</tr>
</tbody>
</table>

Notes: * 10p to other networks. ** Depending on region and roaming agreement. Costs are based on basic costs of texting and exclude tariffs. Texts to foreign mobiles from the UK tend to be more expensive and vary according to the region, zone or country and differ from one network to another.


The customer clearly has a choice. Which provider, PAYG or ‘contract’? As you are also likely to use ‘voicemail’, and certainly standard telephone conversations, you should also take those charges into account. Given the cost of using such services, we might expect the customer to be well informed and sensitive to price differentials. Is this really the case? Have you studied all the options and costs available? Switching providers might anyway be difficult if you are locked into a 12-month contract. All in all, with the various and different packages on offer, it can be confusing. Do you really believe that customers are as sensitive to such price differences as economists predict?
faction. If new goods come onto the market the consumer might reconsider their distribution of expenditure. Are consumers really so rational, and do they possess sufficient information about market conditions?

We noted the general applicability of ‘the law of demand’ as illustrated by a downward-sloping demand curve. In certain circumstances this ‘law’ might be broken, as with Giffen goods or speculative demand, although such cases are relatively rare. It is also possible that certain individuals might simply behave irrationally, but again we could argue that their actions are likely to be outweighed by the more normal behaviour of others. In short, we could speculate that overall market rationality is likely to remain intact.

Although the wide variety of goods in modern consumer markets provides consumers with a wealth of choice, it can also create problems. For example, when buying a new computer, the buyer is faced with an almost infinite choice of models and specifications. (See also the above mini case on p. 82) On what basis should he/she base their decision? Many follow the recommendation of friends, benefit from previous experience, or study information provided in consumer guides and advertisements. However, gaining such information can be costly in terms of time spent. It might therefore make sense to be less than fully informed. As a general principle, although the individual might have problems in making accurate measurements, the consumer should obtain information up to the point where the cost of doing so equals the resulting likely benefits. Generally, the more expensive and durable the good, the greater the need to gain market information, as in the case of commissioning a structural survey on a house, or paying an independent mechanic to look over a second-hand car. With cheaper, less durable goods, such expenditure appears less justified.

We also often find the same good priced differently in alternative locations. The rational consumer might be assumed to assiduously seek out the cheapest source. However, once again, there is a cost involved, and such costs might outweigh the possible benefits. As above, it can make sense for the rational consumer to be less than fully informed.

Consumer attitude to risk is also relevant. Some might be unwilling to risk making an ‘incorrect’ consumer choice and therefore are prepared to spend time and money researching alternative products. Others might be more willing to take risks and therefore spend less on such research. Taking out an extended warranty on a consumer durable is one way of providing an insurance against risk.

The above observations are also of relevance to the producer as there are costs in obtaining information of market conditions, and such costs might outweigh possible benefits. As we will see in Chapter 16, although a firm benefits from forecasting future demand, the cost of doing so might be such that the firm would not consider this a worthwhile investment.
Key concept: ‘Consumer sovereignty’

In a market economy, it is usually assumed that consumers ‘direct’ producers to produce those goods/services they desire. The implication is that the pursuit of profit by firms guarantees consumer satisfaction and that consumer wants are thereby the sole determinant of what firms produce. Consumers are therefore assumed to be sovereign as the economic system is geared towards their desires and demands. The consumer is ‘king’ (or ‘queen’)! 

For example, by showing a preference for lager over more traditional beers, economists argue that consumers induce brewers to produce more lager and less beer. In preferring to travel by car, they cause railways to cut their services. The market therefore rewards firms who satisfy consumer demands with short-run profit and long-run survival, punishing those who do not by driving them out of business. Supply therefore changes to shifts in consumer demand.

In practice, the reality of ‘consumer sovereignty’ is more complex than that outlined above. For example:

● Consumer preferences are generally better served in competitive markets. If one firm fails to react to changing consumer demands, it will soon lose out to other firms, thus threatening its survival. However, in less competitive situations, for instance, where there is a sole supplier or monopoly, a firm’s survival is less dependent upon satisfying consumer demands.

● Do consumers determine what is produced, or do producers determine what is consumed? For example, do fashion houses produce what customers want, or do they tell consumers what will be in fashion and produce accordingly? Similarly, do marketing departments manipulate consumer demand, or is the marketing function providing more effective ways for firms to seek out and meet consumer wants? The promotional aspects of marketing certainly appear to be in contradiction to consumer sovereignty.

● Should consumers be allowed to consume what they want? Should they be allowed to freely purchase dangerous drugs, or even tobacco? It is generally recognised that consumer sovereignty may need to be restricted by legal authorities or strongly influenced by advice and/or pricing. For example, most governments discourage smoking through issuing health warnings, restricting advertising and increasing prices through the imposition of additional taxation.

● Are consumers sufficiently well informed to make decisions that will ensure their maximum satisfaction?

As we can see, it can sometimes be difficult (or inadvisable) to achieve consumer sovereignty in its literal sense.
An over-emphasis upon price?

Traditional demand analysis could be criticised for over-emphasising the importance of price in consumer choice, as the consumer might be more or equally interested in such non-price factors as quality, reliability, design, after-sales service, etc. Clearly, such factors are important, particularly in markets where goods are highly differentiated, and it is important for non-price aspects to be considered alongside price factors. Certainly, an analysis of non-price factors would be similar to that of price. Thus an improvement in after-sales service, etc. (ceteris paribus) would be assumed to improve sales, and vice versa. We saw earlier that this would be illustrated by a shift in the demand curve.

When considering a purchase, consumers may think in terms of a price range rather than seeking a good at a particular price. Thus when buying a new car the consumer might consider purchases within a set price range, most likely influenced by the trade-in value of an existing car and the cost of a future loan. They would now only seek information on cars within that price range. In so doing they might also seek particular product characteristics (e.g. it must be a four-door saloon capable of comfortably seating two adults and two children, be relatively fuel-efficient yet capable of acceptable acceleration, have at least a two-year warranty and be available in a particular colour range). An individual might then be willing to trade off one characteristic against another. Additional passenger space might compensate for less fuel efficiency; other characteristics might not be negotiable such as never considering a two-door saloon whatever the compensations. This approach to consumer purchases certainly highlights both price and non-price factors and has particular relevance to the purchase of most consumer durables. An analysis of this characteristics approach is included in Chapter 4.

3.8 Conclusion

Within this chapter we have studied the main factors affecting the demand for a product, most particularly the influence of price and the ‘law of demand’. The influence of these factors upon demand can be measured by the concept of an elasticity.

Although knowledge of such factors is of great importance to the firm, this should not imply the firm is blessed with perfect knowledge. The firm might be strongly aware of the competition provided by rival firms without having a precise measure of the cross-price elasticity of demand. Further, our ability to draw a demand curve, and measure the value of price elasticity at any point along its length, should not imply that the firm has the same information at its disposal. Its knowledge of the demand curve is likely to be imperfect. Nevertheless, the firm requires an understanding of such factors, particularly the ability to identify the strength of the various factors determining the demand for its products. Armed with such information it can then make strategic decisions on pricing, product design and marketing.

As we will see, the basic concepts and tools we have developed will prove of great importance in subsequent chapters.
Case study

What your supermarket says about you

Supermarkets have come to dominate the UK’s shopping basket over the last 50 years. In the 1950s, there were just a few hundred self-service supermarkets, a new retailing phenomenon introduced from the USA. By the mid 1960s, there were some 2000 and today around 4500, each typically stocking 30,000 different lines. On 17 April 2003, the *Guardian* reported that 50 per cent of the country’s food is now sold in just 1000 giant stores. The growth of the supermarkets, and the convenience of weekly ‘one stop’ shopping, has been at the expense of small, independent specialist shops. For example, in 1985 there were some 23,000 UK high street butchers. By 2000, only 9721 remained.

Following the UK takeover of the Safeway chain of supermarkets by Morrisons (finally completed in March 2004), four major supermarket chains now dominate the UK market, between them accounting for around 75 per cent of the grocery market. Sainsbury’s, Asda and Morrisons/Safeway, with around 16–17 per cent of the total grocery trade each, compete with Tesco, with 25.8 per cent. Other supermarkets outside the ‘big four’ include the smaller chains – Kwik Save, Lidl, Netto, the Co-operative and Somerfield. Marks & Spencer, renowned for sales of clothing, also has a food and grocery section within the majority of its branches.

In this chapter we saw that demand was not determined solely by price, but by a wide range of independent variables. Indeed, in Section 3.7 we noted there could be a danger of occasionally over-emphasising the importance of price in traditional analysis as consumers might be more or equally interested in such non-price factors as quality, reliability, design, after-sales service, etc. Of particular importance is the desire of consumers to be associated with specific goods or brands, and to actively avoid others. An extreme example would be the football fan’s allegiance to his or her club and active dislike of others. Such brand loyalty clearly extends to a wide range of commodities, and also, in the context of supermarkets, to a particular supermarket chain.

Although individual UK supermarkets would wish to appeal to a wide customer base, one that spanned the whole social strata, evidence shows that different supermarket chains generally attract custom from specific customer or social groupings. Indeed, Stuart Jeffries, in an article in the *Guardian*, 12 March 2004, quoted findings from Verdict Research showing that: ‘Waitrose has the highest proportion of shoppers from the professional social classes A and B (47 per cent), followed by Sainsbury’s (34 per cent), Marks & Spencer (22 per cent), Tesco (21 per cent) and Safeway (17 per cent). At the bottom of the market, 72 per cent of Netto’s shopper are blue-collar Ds or Es, with Kwik Save (66 per cent), Lidl (54 per cent) and Somerfield (50 per cent) close behind.’

Whilst the above places Waitrose as perhaps the most ‘upmarket’ UK supermarket, with Netto at the other end of the spectrum, such figures do not tell the whole story. For example, different ‘social classes’ might shop at different branches of the same chain, particularly when located in different areas of the same town. A specific example, in Leicester, would be two contrasting branches of Sainsbury’s one in the relatively affluent suburb of Oadby, the other in the inner city, and generally more
'working class', area of Belgrave. As noted, however, supermarkets seek to attract a wide variety of consumer across the social strata, by, for example, offering a range of luxury and more basic items. In this context, Tesco currently offers both a ‘Finest’ range of goods, together with ‘Value’ products, its own brand of basic commodities at relatively low prices. Similarly, Sainsbury’s has both a ‘Taste the Difference’ range and a ‘Budget’ range. Nevertheless, there remain clear differences between the major chains, with Netto, Kwik Save and Lidl, for example, knowing their current clientele and stocking relatively fewer ‘expensive/upmarket’ goods. If you were to visit such stores, you would notice that their wine selection does not include the expensive range you might find, say, in Waitrose, Marks & Spencer or Sainsbury’s. In short, supermarket chains are differentiated, often with strong loyalty from their customer base, where consumer allegiance is fostered and engendered through store location, store design, the range and type of merchandise on sale, pricing and an accompanying awareness of their current clientele.

UK supermarkets certainly note and make use of social stratification data in their strategic planning. However, as Stuart Jeffries notes in the above article: ‘The old A–E classes are tied to occupation, providing insufficient data for a supermarket trying to lure cash-rich plumbers to buy their poncy coffees, rather than molecular biologists (say) who can only afford gruel and coarse toilet paper.’ In short, the above fails to effectively take account of purchasing power or provide a real breakdown of the characteristics of different consumer groups.

To help rectify the above deficiencies, Experian, a UK-based business strategy company, has devised a consumer classification system called Mosaic UK (see www.experianbs.com). This system is used by many supermarkets to help decide, for example, where to locate a store, how to stock it, etc. To quote the above article: ‘Using the 2001 Census figures and data on such variables as county court judgments, credit ratings, qualifications, car ownership, age and background, and working on this data with geodemographic software, Mosaic UK divides the country into 11 groups, each of which is given an evocative name and a stereotypical – and determinedly heterosexual – couple to match. These 11 master categories then break down into 61 delightfully named sub-groups (Golden Empty Nesters, Dinky Developments, White Van Culture, Town Gown Transition, etc).’

According to Jeffries, the following are brief characteristics of each of the 11 groups with an indication of which supermarkets they are most likely to frequent:

- **Rupert & Felicity.** ‘Symbols of success’, representing 9.6 per cent of UK households. Their incomes have risen into upper income tax ranges; they have substantial equity and are most likely to be white British. Rupert and Felicity typically live in such affluent areas as Kensington or Edinburgh’s New Town, work as senior managers for large corporations or have respected roles in professional practices.
  
  Likely to shop at: Waitrose, Marks & Spencer (M&S), Sainsbury’s, Tesco.

- **Darren & Joanne.** ‘Happy families’, 10.8 per cent.
  
  Mostly young couples raising children, placing high value on material possessions. Spreading debts across credit cards, personal loans and retail credit.
  
  Likely to shop at: Sainsbury’s, Tesco.
Geoffrey & Valerie. ‘Suburban comfort’, 15.1 per cent.
Live in inter-war suburbs, mostly working in white-collar occupations and approaching retirement. Rarely earn enough to accumulate significant wealth, yet wish to minimise financial insecurity, therefore a good market for insurance policies. Self-reliant and independent.
Likely to shop at: M&S, Asda, Tesco.

Ben & Chloe. ‘Urban intelligence’, 7.2 per cent.
Young, well-educated, liberal, childless and well off. Mindful of career uncertainties, yet often involved in high-risk investments such as the buy-to-let market.
Likely to shop at: Sainsbury’s.

Lee & Doreen. ‘Ties of community’, 16 per cent.
Live in very established, rather old-fashioned communities. Traditionally they married young, work in manual jobs and have strong social support networks with friends and relations living nearby. A sub-type of this group is called Coronation Street, noting a tendency to live in inner city terraced housing.
Likely to shop at: Morrisons, Asda, and Kwik Save.

Joseph & Agnes. ‘Welfare borderline’, 6.4 per cent.
Joseph and Agnes are struggling, earning not much more than the minimum wage and often not qualifying for a credit card. They live in high-rise council towers or large mid-rise developments. Most common in west central Scotland and inner London, where a large proportion are of Caribbean or Bangladesh descent.
Likely to shop at: Farmfoods, Kwik Save, Netto, Aldi and Lidl.

Wayne & Leanne. ‘Municipal dependancy’, 6.7 per cent.
This group lacks the funds to buy their own homes, relies on buses and has negligible savings. A significant minority has county court judgment against them. Balancing the budget more important than long-term financial planning.
Likely to shop at: Morrisons, Asda, Kwik Save, Netto, Aldi, and Lidl.

Dean & Mandy. ‘Blue-collar enterprise’, 11 per cent.
Are practical and enterprising, quite likely to exercise their right to buy their council property. Confident in their ability to manage without state support and close to their immediate family. Tend to live in towns in the more prosperous South and Midlands. They have stamped their identities with modernisations such as new doors, porches, conservatories.
Likely to shop at: Iceland, Asda, Co-op and Kwik Save.

Percy & Ada. ‘Twilight subsistence’, 3.9 per cent.
Mostly rely entirely on state benefits for income, either renting public sector homes or using local authority homes. They have low savings.
Likely to shop at: Co-op and Kwik Save.
Income and substitution effects, and the possibility of a Giffen good, can be further analysed through the use of indifference curves. See Chapter 4.


For further analysis and background see Worthington and Britton (2003), Chapter 13, and Griffiths and Wall (2001), pp. 685–698.
Review and discussion questions

1. A new cinema complex is being planned to open on the outskirts of your town. Identify the main independent or explanatory variables that will determine its popularity.

2. Why might you expect the demand for petrol to be more elastic in the long run than the short run? Name, with a brief explanation, two other goods that might share this characteristic. (These ‘other goods’ should not be in the general field of fuel or power.)

3. As a long-term investment, would you rather invest money in an industry that is income elastic or income inelastic? Provide an example of each, and indicate any provisos you might make with regards to your advice.

4. A Premier League football club estimates that whilst the price elasticity of demand for its first-team fixtures is (–) 0.3, for second-team games the corresponding elasticity is (–) 2.2. Provide an explanation for this difference in elasticities and advise the club how this might influence its pricing strategy.

5. In Section 3.6.7 we indicated how the concept of cross-elasticity of demand might be used to identify the goods that could be included in a particular segment of the automobile industry (e.g. the ‘small car’ market as opposed to the ‘luxury car’ market). Taking an example other than motor cars, indicate how you might use the same approach to identify the segmentation in that market and provide a broad indication of how that market is segmented. Would your analysis provide ‘clear divisions’?

Assignments

1. You work for Prodata, an economic intelligence firm specialising in finding and analysing market data. To seek further clients, you have been asked by your manager to prepare a draft brochure that explains and examines why it is advantageous for a firm to possess some knowledge of the price, cross and income elasticities of demand for its products. In producing this brochure, try to avoid using concepts with which potential clients might not be familiar (i.e. convert economists’ concepts into business language).

2. It is commonly found that the same good (for example, a particular brand of baked beans) is priced differently in alternative retail locations.

   Identify such a good and investigate its price in a minimum of ten different locations. Analyse your results and provide a rationale for any price variations you might observe.
Further reading

Microeconomic analysis deals fundamentally with how decision makers react to scarcity. As incomes are finite, the consumer suffers a scarcity of income and must therefore choose carefully which goods to consume. Purchasing more of one good implies consuming less of another. The theory of consumer behaviour studies how individual consumers react to such scarcity. In this chapter we will develop a model of consumer choice. This will require us to make certain assumptions regarding the motivation of consumers.

The theory of consumer behaviour provides many valuable insights into the nature of choice and the basic model has many practical applications. As illustration we will look at a characteristics approach to consumer demand and an analysis of the individual’s choice between work and leisure.

The chapter looks at aspects of consumer behaviour using an indifference curve approach. To develop the model we must initially examine the basis of consumer choice including the concepts of consumer rationality, consistency and transitivity. The model shows how the consumer may obtain optimal satisfaction from their expenditure and how expenditure will be adjusted if there is a change in either the relative price of goods or in income. When price changes we will see how the change in expenditure can be broken down into a substitution and income effect.

It will be seen that the model can be used to analyse many real-world situations.
Chapter 4 · Consumer Behaviour: Theory and Applications

4.2 Consumer preferences

Before analysing consumer behaviour we must make certain basic assumptions regarding the nature of consumer decision making. These assumptions will form the basis of our analysis and include the following:

4.2.1 Rationality

Consumers are assumed rational in the sense that they seek maximum satisfaction (or utility) from the goods and services they purchase with their fixed income. This assumption appears reasonable, although we can imagine instances where consumers appear to act irrationally. This might be the case where we later regret purchasing an article of clothing, or having remained drinking at the bar instead of returning home to finish an essay. Nevertheless, it is reasonable to assume that consumers usually act rationally in their pursuit of maximum utility.

We should always be careful of labelling individual actions as irrational. If a consumer freely chooses a good without coercion, the act of choice reveals preference. For example, where items A and B are the same price and A is chosen over B, then A is assumed to be preferred to B and yields greater utility. (A different consumer might choose B over A.) It is also possible for a consumer to be indifferent between A and B. In this case we must assume that A and B provide the consumer with the same utility.

4.2.2 The consumer prefers more to less

A consumer will generally prefer more rather than less of a given commodity. Commodities which share this common characteristic are referred to as goods. Not all commodities are goods. For example, society prefers less pollution to more; or an individual might actively dislike broccoli and prefer no broccoli to even the smallest portion. Commodities which share this less usual characteristic are referred to as bads.

Needless to say, goods can become bads; although I might generally like broccoli, I will not always take extra portions. If forced to do so, the extra portion might give negative utility.

4.2.3 Additional units yield decreasing utility

Total utility increases at a decreasing rate as an individual consumes additional units of a good. Marginal utility (the utility derived from the extra unit) declines. This proposition is illustrated in Figure 4.1.

Diminishing marginal utility for commodity X is illustrated in Figure 4.1a. As consumption increases towards C, marginal utility declines. Additional units yield diminishing satisfaction. Beyond C, commodity X becomes a bad. Further consumption yields increasing negative utility. The corresponding cumulative level of utility (total utility) is shown in Figure 4.1b. The slope of the total utility function illustrates diminishing marginal utility.
We implicitly assumed above that utility can be measured. We might imagine utility being measured in monetary units in the sense that the money a consumer pays for a good reflects the satisfaction gained. If this were the case the demand curve for commodity X would be identical to the positive section of the marginal utility curve. This is shown in Figure 4.2.

In Figure 4.2a the consumer gains a marginal utility of \( MU_1 \) from consuming the \( X_1 \) unit. \( P_1 \) reflects the price the consumer is willing to pay for that unit. In consuming the \( X_2 \) unit, marginal utility falls to \( MU_2 \). Price must therefore fall to \( P_2 \) to persuade the consumer to buy that additional unit. The concept of diminishing marginal utility therefore explains the downward slope of the demand curve.

The negative section of the marginal utility curve would not form part of the demand curve, as the consumer would not buy a good yielding negative utility. The relevance of the negative section might be seen in the sense that a consumer must be paid (or compensated) to consume a good yielding negative utility. For example, a person disliking broccoli might be willing to consume the vegetable if paid to do so. (This would be similar in principle to the parent bribing a child to eat their vegetables by the promise of a compensatory treat.)
In reality there are practical difficulties in objectively measuring utility. Although money might be used as a unit of measurement, to do so we must assume that money itself is subject to constant utility as any unit of measurement must be constant in value. However, it would be reasonable to assume that money is also subject to diminishing marginal utility. For instance, an extra £1 on top of a weekly income of £100 would be more valued than that same extra £1 on top of an income of £500. Nevertheless, despite problems of measurement, the concept of diminishing marginal utility remains consistent with consumer experience.

---

**Key concept: Utility**

The classical definition of utility is that it is the satisfaction, pleasure or need-fulfilment that is derived from consuming a given quantity of a good. It is therefore essentially a psychological entity, effectively incapable of measurement, although above we discuss the possibility of using money as a means of measurement. We do not seek to question whether the individual should consume and gain satisfaction from particular goods; neither do we moralise as to consumer choice. If an individual prefers the music of Britney Spears or Kylie Minogue to Beethoven, we must assume they gain more utility from doing so.

Until the 1930s, the concept of utility was central to the classical theory of demand in the form of the law of diminishing marginal utility (see above). Objection was then voiced that if utility was essentially unmeasurable, it was invalid to construct a theory that assumed it could be so. Demand theory was therefore redefined in terms of ‘ordinal utility’; i.e. the consumer was assumed simply to be able to rank quantities of goods on the basis of preference or indifference. Although most of the results of demand theory were effectively unchanged, this interpretation of utility as preference is generally held to have placed demand theory on a stronger foundation.

In Chapter 6 we again make use of the concept of utility in O. E. Williamson’s model of managerial utility maximisation, where we examine how management is assumed to gain satisfaction through ‘expenditure’ on staff, discretionary investments and managerial perks.

---

**4.2.4 Consistency and transitivity of choice**

Consumers are assumed consistent in their choices between goods (or bundles of goods) in the sense that if A is chosen over B in one time period, B would not later be chosen over A. To ensure this is the case we assume all factors affecting demand remain unaltered, or *ceteris paribus*.

Consistency also implies transitivity. For example, if A is preferred to B, and B is preferred to C, then A must be preferred to C. Transitivity can be represented symbolically as:

- if \( A > B \)
- and \( B > C \)
- then \( A > C \)
4.2.5 Diminishing marginal rate of substitution

Imagine a consumer possesses units of commodities X and Y. The consumer might now be willing to sacrifice units of Y to obtain additional units of X. The rate of exchange of X for Y will not, however, be constant and will depend upon the number of units of each good the consumer currently has. For example, if the consumer has a lot of Y and little X, the rate of exchange of X for Y will be relatively large. That is, a large amount of Y might be willingly sacrificed to obtain additional X. However, as Y becomes scarcer, and X more plentiful, the rate of exchange falls. Fewer Y would now be willingly sacrificed to obtain an extra unit of X.

This illustrates the principle of a diminishing marginal rate of substitution of one commodity for another. This would be consistent with our previous observation that additional units yield decreasing utility in that if X is scarce and Y plentiful, an extra unit of X produces a relatively large amount of additional utility and the consumer should willingly sacrifice a number of units of Y (where the utility of those units would be relatively low) to gain an extra unit of X. The rate of exchange between the goods is such that the utility gained by consuming an extra unit of X is balanced by the utility lost in consuming less Y.

We have now assumed:

- rationality
- consumers prefer more to less
- additional units yield decreasing satisfaction
- consistency and transitivity of choice
- diminishing marginal rates of substitution.

These assumptions can now be used to introduce indifference curve analysis.

An indifference curve shows combinations of two goods that yield the same total utility. Such an indifference curve (IC$_2$) is shown in Figure 4.3. The consumer is assumed indifferent between any combination of goods X and Y contained on that indifference curve.

Imagine point B on IC$_2$ in Figure 4.3. If we assume the consumer always prefers more of one good and no less of another, then any combination of goods above and to the right of B must yield greater utility. Such a combination might be represented by point C on indifference curve IC$_3$. All combinations on IC$_3$ therefore provide greater utility than those on IC$_2$. Similarly, point B would be preferred to any point below and to the left of that point. Point A therefore provides less utility than B and all combinations on IC$_1$ provide less utility than those on IC$_2$. 

### 4.3 Indifference curve analysis
We have now developed an indifference map consisting of three indifference curves. We could imagine a larger number of curves, each curve denoting a different level of utility.

### 4.3.1 The properties of indifference curves

Indifference curves possess the following properties:

#### They have a negative slope

So long as both goods are desirable to the consumer (i.e. goods as opposed to bads), obtaining more of one good without a compensating reduction in the other makes the consumer better off. To maintain the same level of utility, the consumer must therefore sacrifice units of one good if obtaining additional units of the other. An indifference curve must therefore be downward sloping.

#### Indifference curves are convex to the origin

Convexity implies that the slope of the indifference curve falls as we move down the curve from left to right. This follows from our assumption of a diminishing marginal rate of substitution (see Section 4.2.5 above). This principle can be again illustrated in Figure 4.4.

As we move down the indifference curve in Figure 4.4, the consumer is willing to sacrifice fewer units of Y to obtain additional X.

The marginal rate of substitution of X for Y is defined as the number of units of Y that must be sacrificed to gain an extra unit of X when total utility remains constant. That is:

\[
MRS_{XY} = \frac{\Delta Y}{\Delta X}
\]
In moving from point a to point b on Figure 4.4, 5 units of Y must be exchanged for an extra unit of X. MRS\textsubscript{XY} therefore equals 5. If we then move from point b to point c, and then from point c to point d, the marginal rate of substitution declines.

In moving up the indifference curve, the marginal rate of substitution of Y for X (MRS\textsubscript{YX}) similarly declines.

MRS\textsubscript{XY} can be seen geometrically in Figure 4.4 as the slope of a line (or chord) between point a and point b. The slope of such chords diminishes as we move down the curve. The marginal rate of substitution is therefore determined by the slope of the indifference curve. At a single point on an indifference curve, the marginal rate of substitution would be represented by the slope of a tangent to the curve at that point. Such a tangent is shown at point b. As we move down the curve, the slope of corresponding tangents declines.

The marginal rate of substitution changes if there is a shift in consumer preferences between the goods. For example, referring again to Figure 4.4, if the consumer were to develop an increased desire for X over Y, the slope of the indifference curve would increase, illustrating the willingness of the consumer to sacrifice larger amounts of Y to obtain additional units of X. A shift in preference towards Y would cause the indifference curve to become more shallow.

We have noted the principle of diminishing marginal rate of substitution to be consistent with diminishing marginal utility. We may now show that MRS\textsubscript{XY} (the slope of the indifference curve) is equal to the ratio of the marginal utilities of the corresponding goods at that point on the indifference curve.

Recall that:

\[
MRS_{XY} = \frac{\Delta Y}{\Delta X}
\]
and as total utility remains constant on an indifference curve then in moving from point a and point b on Figure 4.4 it must follow that:

\[ \Delta Y \cdot MU_Y = \Delta X \cdot MU_X \]

i.e. the lost utility in consuming less Y is equal to the utility gained in consuming more X.

The above can be rearranged as:

\[ \frac{MU_X}{MU_Y} = \frac{\Delta Y}{\Delta X} \]

therefore:

\[ MRS_{XY} = \frac{MU_X}{MU_Y} \]

As we move down an indifference curve, \( MU_X \) declines as more X is consumed, and \( MU_Y \) increases as less Y is consumed. The ratio \( MU_X/MU_Y \) therefore declines. This ratio represents the marginal rate of substitution between goods X and Y.

**Higher indifference curves denote greater utility**

The further away from the origin an indifference curve lies, the greater the level of utility. This follows from the assumption that consumers always prefer more to less.

---

**Figure 4.5 The invalidity of intersecting indifference curves**
Indifference curves cannot intersect

Transitivity of choice would be violated if indifference curves intersect.

If IC\textsubscript{1} and IC\textsubscript{2} intersected at C in Figure 4.5, this implies combination A is indifferent to C as they both lie on IC\textsubscript{2}, and that combination B is also indifferent to C as they lie on IC\textsubscript{1}. Under the assumption of transitivity, A should therefore be indifferent to B. However, this cannot be true since B contains more of both goods and must therefore yield greater utility. Transitivity must therefore have been violated.

The implication of the above is that only one indifference curve can pass through each point between the x and y axes.

4.3.2 The consumer’s budget constraint

The indifference curve shows the willingness of a consumer to exchange one commodity for another. The ability to consume particular combinations of goods and trade one off against another will, however, depend upon the consumer’s disposable income and the relative prices of those goods. The level of income and product prices therefore acts as a constraint upon consumer choice.

The relationship between a consumer’s income, the prices of X and Y and the amount of each good that can be purchased is given by the equation:

$$I = P_X X + P_Y Y$$

where:

$I$ = income
$P_X$ = price of good X
$X$ = quantity purchased of good X
$P_Y$ = price of good Y
$Y$ = quality purchased of good Y.

The above relationship, our budget constraint, is shown diagrammatically as a budget line in Figure 4.6.

A budget line shows the maximum combinations of X and Y that can be purchased with a given income and the prices of the two goods. The budget line goes through every combination of the two goods that can be purchased when all income is expended. For example, if the consumer spent all their income on Y, they could purchase $I/P_Y$ units of Y and no units of X. This combination is shown at point A, the intercept of the budget constraint with the Y axis. Point B shows the intercept with the X axis, a consumption bundle of all X and no Y. Combinations of X and Y are contained along the budget line.

The budget line has a negative slope showing that more X can only be purchased by reducing the consumption of Y. Geometrically, the slope of the budget line in Figure 4.6 is:

$$\frac{OA}{OB} = \frac{I/P_Y}{I/P_X} = \frac{P_X}{P_Y}$$

The slope of the budget line therefore equals the ratio of the prices of the two goods.

The budget line will shift if any of the following occur:
A change in income

An increase in income allows the consumer to buy more of one good without consuming less of the other. The budget line therefore shifts to the right in Figure 4.7 following an increase in income from $I_1$ to $I_2$. With constant prices, the shift will be parallel, the slope of the line remaining constant.

If income were to fall, the budget line shifts to the left. The larger the change in income, the greater the shift.

A change in price

If the price of good X falls but the price of good Y and income remain unchanged, the X intercept shifts to the right and the Y intercept remains intact. This is illustrated in Figure 4.8 for a fall in the price of X from $P_{X1}$ to $P_{X2}$. The slope of the budget line falls. That is: $P_{X1}/P_{Y1} > P_{X2}/P_{Y1}$.

If the price of X were to increase, the intercept on the X axis shifts to the left. The slope of the budget line increases. If the price of Y were to change with the price of X and income constant, the budget line would pivot on the X intercept.

We could also imagine the effect on the budget line of an increase in the price of one good and a decrease in the price of the other; or an increase (or decrease) in the price of both goods where one changes proportionally more than the other. If the price of both goods changes by the same proportion, relative prices remain the same and the budget line shifts inwards (for a price increase) or outwards (for a price decrease) in a parallel fashion, the slope of the budget line and the ratio $P_X/P_Y$ remaining constant.

Figure 4.6 A budget line

A change in income

An increase in income allows the consumer to buy more of one good without consuming less of the other. The budget line therefore shifts to the right in Figure 4.7 following an increase in income from $I_1$ to $I_2$. With constant prices, the shift will be parallel, the slope of the line remaining constant.

If income were to fall, the budget line shifts to the left. The larger the change in income, the greater the shift.

A change in price

If the price of good X falls but the price of good Y and income remain unchanged, the X intercept shifts to the right and the Y intercept remains intact. This is illustrated in Figure 4.8 for a fall in the price of X from $P_{X1}$ to $P_{X2}$. The slope of the budget line falls. That is: $P_{X1}/P_{Y1} > P_{X2}/P_{Y1}$.

If the price of X were to increase, the intercept on the X axis shifts to the left. The slope of the budget line increases. If the price of Y were to change with the price of X and income constant, the budget line would pivot on the X intercept.

We could also imagine the effect on the budget line of an increase in the price of one good and a decrease in the price of the other; or an increase (or decrease) in the price of both goods where one changes proportionally more than the other. If the price of both goods changes by the same proportion, relative prices remain the same and the budget line shifts inwards (for a price increase) or outwards (for a price decrease) in a parallel fashion, the slope of the budget line and the ratio $P_X/P_Y$ remaining constant.
Figure 4.7  Shift in the budget line following a change in income

Figure 4.8  The effect of a price change on the budget line
The above highlights the distinction between money income and real income. For example, a twofold increase in money income, ceteris paribus, shifts the budget line outwards. The consumer could now buy twice as many units of goods X and Y than previously. The value of money income and real income (the purchasing power of money) have doubled. Alternatively, imagine money income remains unchanged and the price of both goods halves. This has the same impact upon the budget line: the consumer could again buy twice the volume of X and Y than previously. Although money income is unchanged, real income has doubled. Finally, imagine a doubling of both money income and the price of both goods. The budget line now remains in place. Although money income increases, its real value (real income) stays constant.

The real value of income should therefore be seen in relation to its purchasing power. If money income rises by x per cent, yet simultaneously the price of all goods rises by more than x per cent, the purchasing power of your income falls. Real income has declined.

4.3.3 Consumer optimisation

The consumer can choose any combination of goods along their budget line. Consumer rationality (see Section 4.2.1) dictates that the consumer will wish to reach the highest possible indifference curve. Given this information we can predict the consumer’s optimal consumption pattern.

Figure 4.9 shows a consumer’s budget line and three indifference curves. Combinations of goods along IC₃ are unavailable to the consumer as they lie above the budget line. IC₁ is available for any combination between A and C. However, in choosing combination B (Y₁ of good Y and X₁ of good X) the consumer reaches the highest possi-
consumer equilibrium is achieved where the budget line is tangential to the highest indifference curve. The consumption pattern is then optimal and satisfaction is maximised.

This is a point of consumer equilibrium, occurring where the budget line is tangential to the highest indifference curve. At this point, the slope of the indifference curve (the rate at which the consumer is prepared to exchange one good for another and maintain satisfaction) is equal to the slope of the budget line (the market rate of exchange between the goods, determined by their price ratio).

The reason why the tangency solution at B in Figure 4.9 is optimal can be seen by considering the non-optimality of other combinations along the budget line. For example, at A, the slope of the indifference curve is greater than the slope of the budget line. This implies that the market rate of exchange of X for Y is less than the rate of exchange of X for Y on the indifference curve. The consumer would therefore be better off moving down the budget line from A, purchasing units of X in exchange for Y. This continues to be true up to combination B. Alternatively, if the consumer were at C, the slope of the indifference curve is now less than the slope of the budget line, the inference being that the consumer would be willing to sacrifice more units of X than necessary to obtain an additional unit of Y. The consumer should therefore exchange X for Y along the budget line until reaching B. At B, the consumer’s willingness to exchange one good for another (as given by the indifference curve) is equal to the market rate of exchange.

Tangency between the budget line and indifference curve requires that:

\[
\frac{\text{MUX}}{\text{MU}_Y} = \frac{P_X}{P_Y} = \text{MRS}_{XY}
\]

By algebraic manipulation, we can also obtain:

\[
\frac{\text{MUX}}{P_X} = \frac{\text{MU}_Y}{P_Y}
\]

The implication of the above is that the rational consumer maximises utility by dividing income between the goods until the marginal utility per pound spent is the same for each good.

Imagine the above condition is not satisfied. For example:

\[
\frac{\text{MUX}}{P_X} > \frac{\text{MU}_Y}{P_Y}
\]

This implies that the utility per pound spent on X is greater than on Y, and could correspond to combination A in Figure 4.9. The consumer would therefore be better off increasing consumption of X (and decreasing MU_X) and decreasing consumption of Y (and increasing MU_Y) until equality is regained.

A tangency solution might not always be achieved. For example, we could have a corner solution. Consider the indifference map and budget line in Figure 4.10. For the purpose of this diagram we could imagine good Y to represent all other goods.

The indifference curves in Figure 4.10 are relatively shallow, indicating a preference for Y over X. With the given budget line the consumer maximises utility at A, spending their entire income on Y, buying none of X. At A, the indifference curve is shallower than the budget line, indicating that the amount of Y the consumer would be willing to sacrifice to obtain a unit of X is less than the amount required to be sacrificed given the relative prices of the two goods. The rational choice is therefore to consume only good Y.
Consumers commonly choose not to consume all available goods. From a limited income we can only consume a certain number of goods. Other goods that could be afforded are not purchased because to do so we would have to sacrifice others that are even more desirable. Goods currently not consumed might later become consumed (e.g. in Figure 4.10, the price of X might fall, or the price of Y increase, leading to a tangency solution with the consumer taking units of both X and Y). Or consumer preferences might change in favour of X, making the indifference map steeper. Finally, an increase in money income, and an outward shift in the budget line, might lead to the consumption of X.

4.3.4 Consumer response to a change in income

We can now use our analysis to examine how consumers react to changes in income or price. First, consider the impact of an income change.

As noted, an increase in money income, with constant prices, shifts the budget line outwards in a parallel fashion. The consumer could now buy more of both goods and reach a higher indifference curve. Real income has increased.

Figure 4.11 shows the effect of consecutive increases in income from $I_1$ to $I_5$. From an initial equilibrium at point a, the consumer moves to a new equilibrium at b on a higher indifference curve. Further increases in income move the consumer to points c, d and e on progressively higher indifference curves.

A line joining the points of equilibrium in Figure 4.11 is known as an income consumption curve (ICC). This is the locus of equilibrium points following a change in income when prices are held constant. The slope of the ICC shows how the consumer reacts to the change in income. In Figure 4.11, the ICC is positively sloped, indicating
that both goods are normal. A normal good is one that responds positively to an increase in income, and vice versa. Good Y becomes an inferior good from point c to point e. An inferior good responds negatively to an increase in income, and vice versa. Note that good y becomes an inferior good. When income increased from I1 to I3, it was normal although its income elasticity (the proportional change in quantity demanded divided by the proportional change in income) was declining.

4.3.5 Consumer response to a change in relative price

Following a decrease in the price of X from $P_{X1}$ to $P_{X2}$ in Figure 4.12, the consumer moves from point a on IC1 to point b on the higher indifference curve IC2. The falling price of X increases demand from X1 to X2. This is consistent with a downward-sloping demand curve. In Figure 4.12 the demand for Y is not affected by the falling price of X and expenditure on Y must therefore be constant. Further, since money income is constant then expenditure on X must be the same following the price decrease. Price elasticity of demand for X is therefore of unitary elasticity, the proportional decrease in price leading to an equal proportional increase in demand. This could also have been seen by imagining the vertical axis to represent expenditure on all other goods than X.

The outcome in Figure 4.12 is a special case. A fall in the price of X could result in the expenditure upon Y (or on all other goods) either increasing or decreasing. The outcome depends upon the slope of the indifference curves, reflecting the preferences of the consumer.
Figure 4.13a shows the effect of consecutive falls in the price of X from \( P_{X1} \) to \( P_{X4} \), income and the price of all other goods remaining constant. From an initial equilibrium at point a, the consumer moves to new equilibrium points at b, c and d on progressively higher indifference curves. The line joining these points of equilibrium is known as a price consumption curve (PCC). This is the locus of equilibrium points following a change in the price of a single good when income and the price of all other goods are held constant.

As the price falls from \( P_{X1} \) to \( P_{X2} \) in Figure 4.13a, consumption of X increases from \( X_1 \) to \( X_2 \). The downward-sloping PCC between points a and b shows that expenditure on goods apart from X has declined. Expenditure on X must therefore have increased and the price elasticity of demand for good X is elastic: the proportional fall in price leading to a greater than proportional increase in quantity demanded. However, when the price falls from \( P_{X2} \) to \( P_{X3} \), and then to \( P_{X4} \), the upward-sloping PCC now shows that expenditure on goods apart from X is increasing. Although additional units of X are demanded (\( X_2 \) to \( X_3 \), and then \( X_3 \) to \( X_4 \)), the price elasticity of demand for X is now inelastic: the proportional decrease in price leading to a less than proportional increase in demand.

The information contained in Figure 4.13a can be used to define the demand curve in Figure 4.13b.
Figure 4.13 Derivation of an individual demand curve
How the producer might capture consumer surplus

Indifference curve analysis can be used to analyse the concept of consumer surplus and show how a producer might use a dual pricing system to capture some of this surplus as additional revenue.

We first introduced the concept of consumer surplus in Chapter 3, defining it as the difference between what a consumer is willing to pay for a good and the amount they actually pay. This can be illustrated in Figure 4.14 where good X is measured on the horizontal axis and the money spent on all other goods apart from X on the vertical axis.

With a budget line AB, the consumer maximises satisfaction on indifference curve IC₂, consuming X₂ units of good X and spending Y₂ on other goods. Y₃ − Y₂ must therefore be spent on the X₂ units of good X. How much would the consumer have been willing to spend to obtain X₂ units? This can be seen by drawing an indifference curve to touch the vertical axis at A. Such an indifference curve (IC₁) shows the consumer to be indifferent between either spending all their income on other goods and consuming no units of X, or spending Y₁ on other goods and X₂ upon X. The implication is that the consumer would consider spending Y₃ − Y₁ on X₂ units of X although only being required to spend Y₃ − Y₂. It therefore follows that Y₂ − Y₁ represents consumer surplus, the difference between the amount the consumer is willing to pay and the amount actually paid.

Consumer surplus represents a bonus to the consumer, yet a potential loss to the producer. How might the producer capture some of the consumer surplus as additional revenue?

Uniformly raising the price of X pivots the budget line AB downward from point A, and the consumer would be expected to consume fewer units. Total revenue only increases if price elasticity is inelastic. Alternatively, the producer might consider a dual pricing strategy whereby the consumer is allowed to buy a number of units at one price and additional units at a lower price. The advantage of this strategy to the firm is that it can increase total revenue by capturing some of the consumer surplus and yet maintain the level of consumption achieved with the original price.

The possibility of dual pricing is illustrated in Figure 4.14 whereby the first X₁ units are offered for sale at the relatively high price reflected by the budget line AE and units beyond X₁ at the lower price indicated by the budget line ED.

The consumer therefore faces the kinked budget line AED and purchases X₁ units at the price indicated by AE and additional units at the lower price reflected by ED. The consumer would spend Y₃ − Y₁ to obtain X₂ units and the producer captures the entire consumer surplus as previously identified. (Note that in Figure 4.14 the consumer would actually be indifferent between purchasing zero units of X and X₂ units. However, the consumer would never buy less than X₂ and if the price of additional units were to fall slightly, then X would always be purchased.)

The above pricing strategy was specifically aimed at our individual consumer. As other consumers have different tastes, and therefore differing indifference maps, the same pricing strategy would not capture their entire consumer surplus. Nevertheless, such strategies allow producers to earn more revenue than could be achieved when setting a single price.
4.3.6 The income and substitution effect of a price change

As we saw in Chapter 3, a price change affects the consumer for two reasons:

1. **The income effect.** A change in price directly influences the value of real income. A fall in price raises real income (and vice versa) as more of the cheaper good and/or other goods could now be purchased from existing money income. The consumer will respond to their increased purchasing power by redistributing their income between goods.

2. **The substitution effect.** A change in relative prices encourages the consumer to substitute towards the relatively cheaper good and away from those that are now relatively more expensive. This is our substitution effect.

The overall effect of a price change is therefore the combined influence of both the income and substitution effects. We can use indifference curve analysis to analyse and isolate these two effects.
In Figure 4.15 the decreased price of X pivots the budget from AB to AC and the consumer moves from an equilibrium at point a on IC₁ to point b on the higher indifference curve, IC₂. The increased consumption from X₁ to X₃ is due to a combined income and substitution effect. We could assume that a consumer has a constant value of real income when they are able to achieve a constant level of satisfaction. Using this definition we can decrease the consumer’s money income following the price decrease and pull budget line AC backwards in a parallel fashion until it is tangential to the original indifference curve, IC₁. Such a budget line is DE. As DE is parallel to AC, it reflects the new price ratio. A decrease in money income of AD on the vertical axis just compensates the consumer for the increased real income brought about by the fall in the price of X. This decrease in money income is called compensating variation. In reaching equilibrium at point c on indifference curve IC₁, the consumer regains their original level of real income and the movement from point a to point c is therefore brought about solely by a substitution effect. X₁ to X₂ therefore represents the substitution effect. The slope of the indifference curve ensures the substitution effect is positive.

If X₁ to X₃ in Figure 4.15 is the total effect of the price change and X₁ to X₂ represents the substitution effect, it follows that X₂ to X₃ is the income effect. In this case the income effect is positive. Good X must be a normal good. Where the good is normal the substitution and income reinforce each other.

We could also analyse the effect of an increase in the price of X. This would require an increase in money income to compensate the consumer for the decrease in real income brought about by the price rise. So long as the good is normal, the substitution and income effects continue to reinforce each other.

**Figure 4.15** The income and substitution effects with a normal good
Where the good is inferior, the income effect works against the substitution effect. This is shown in Figure 4.16.

Using the same approach in Figure 4.16 as Figure 4.15, again assume a decrease in the price of X. Following the price decrease we compensate for the increase in real income by reducing money income by AD on the vertical axis. The movement from $X_1$ to $X_2$ represents the substitution effect. However, as good X is now inferior, the increased real income brought about by the price decrease has a negative impact upon consumption and the income effect is seen as a move from $X_2$ to $X_3$. The income effect therefore works against the substitution effect and we have a net impact of $X_1$ to $X_3$. In this case, the substitution effect is not strong enough to outweigh the income effect and the fall in price still results in an increased demand. However, if the good were strongly inferior the income effect could outweigh the substitution effect. If this were the case then point b on Figure 4.16 would lie to the left of point a and the decreased price of X would result in a lower level of demand. Such goods are referred to as Giffen goods (see Chapter 3).

**Figure 4.16 The income and substitution effects with an inferior good**

‘Gridlock fears as car costs fall’

The above headline appeared in an article in the *Observer*, 21 March 2004. The article, by Juliette Jowit, the paper’s Transport Editor, referred to the problems of road congestion in the UK and highlighted a number of key factors as contributing to the problem. These included:

- the falling costs of motoring (in relative terms);
- the rising costs of public transport;
We have so far conveniently defined constant real income as the ability of the consumer to gain a constant level of utility. There are, however, practical difficulties in this definition as we can only perform the necessary compensating variation where we have a precise knowledge of the shape of the original indifference curve. For example, in Figure 4.15 we only knew how far to pull back budget line AC because we assumed a knowledge of the shape of the indifference curve IC₁. If this indifference curve had been steeper we would have required a larger compensating reduction in money income to maintain utility. A shallow indifference curve requires a smaller reduction in money income. A lack of knowledge of the shape of the indifference curve therefore undermines the practicality of the approach. We could, however, avoid this problem by instead defining constant real income as the ability of the consumer to purchase a particular bundle of goods. We can illustrate this alternative definition of constant real income through a simple example.

Assume an increase in the price of student textbooks. This is illustrated in Figure 4.17 by the budget line pivoting from AB to AC. This diagram represents an average student. Book purchases now fall from B₁ to B₂, the result of a combined substitution and income effect. Imagine, however, that the government is concerned that the impact of the price increase will be a reduction in educational attainment and therefore proposes compensating students by providing an additional grant so that students are able to purchase the original number of books prior to the price increase. This involves an additional grant equal to the distance DA on the vertical axis. Such a compensating vari-
ation therefore maintains students’ real income in the sense that they are able to purchase the original bundle of goods as represented by point a on budget line AB. This definition of real income is as acceptable as our previous definition and has the advantage that it does not involve any knowledge of the shape of the indifference curve. (Such an indifference curve is in fact shown in Figure 4.17 as IC₂.)

Although the compensating variation allows a student to regain bundle a in Figure 4.17, they would not wish to do so as the relative price of books has now decreased. The substitution effect comes into play and our student substitutes books for other goods and moves to point c on the higher indifference curve, IC₃. This approach again allows us to isolate the substitution and income effects of a price increase. The net effect of the price increase was to decrease consumption from B₃ to B₁. This can be divided into a substitution effect from B₃ to B₂ and an income effect from B₂ to B₁. In this case, books are normal and the two effects reinforce each other. Were books regarded as an inferior product, the income effect would work against the substitution effect.

If the government had been able to identify the shape of the indifference curve in Figure 4.17, it might have considered a compensating variation in money income on the basis of constant utility. This involves a smaller compensating variation, AD’ on the vertical axis as opposed to AD, and therefore involves less government expenditure. However, the student gains a lower level of satisfaction (IC₂ as opposed to IC₃) and the purchase of books would be lower (B’₂ as opposed to B₂) if books are assumed normal. If books were inferior, a compensating variation based upon constant utility results in the purchase of more books although still fewer than originally purchased prior to the price rise.¹

![Figure 4.17](image-url)  
*Figure 4.17 The consumption of books following a price increase and a compensating variation (using a ‘given bundle of goods’ concept of real income)*
Advertising and indifference curve analysis

Advertising can be generally thought of as being either informative (telling potential customers of a product’s availability, characteristics or price) or as persuasive. A persuasive advert might portray a product as being in vogue, appealing to those of us wishing to be considered fashionable. Similarly, hiring a well-known sports or media personality to endorse a product might persuade consumers of the acceptability or quality of a product.

In reality it is difficult to categorise adverts as being either solely informative or persuasive. Most adverts contain elements of both, and what might be seen as informative could also be considered persuasive. For example, informing consumers that a new breakfast cereal has added fibre could be seen as persuasive, as there is an implicit message that the consumer should pay additional attention to their daily fibre intake.

In Chapter 3 we saw how advertising could move the demand curve to the right, allowing the firm to either sell the same quantity at a higher price, sell more at the same price, or a combination of the two. How may we illustrate the impact of advertising through indifference curve analysis?

![Image of indifference curves](image-url)

Figure 4.18 The impact of advertising

Figure 4.18 shows a budget line AB and the consumer reaching equilibrium at point a on indifference curve IC₁ consuming X₁ of good X and Y₁ of good Y. In equilibrium:

\[
\frac{MU_X}{MU_Y} = \frac{P_X}{P_Y} = MRS_{XY}
\]
Indifference curve analysis can provide some interesting insights into consumer behaviour and business strategy. A specific application of the approach is Kelvin Lancaster’s characteristics approach to consumer demand.2 This approach sees commodities as possessing specific attributes or characteristics. Competing products may possess different characteristics or similar characteristics in differing ratios. The consumer is then assumed to seek satisfaction from those characteristics rather than seeing the good as providing a single well-defined service or attribute. In short, it is the attributes that provide satisfaction rather than the good itself. For example, if purchasing a car the consumer gains satisfaction from the various characteristics possessed by that car including fuel economy, performance, safety, design, reliability, luggage space, number of passenger seats, etc. Such characteristics also act as a constraint upon choice. Thus a consumer might seek a certain degree of fuel economy but be willing to compromise on fuel economy if compensated by additional safety features.

Mini case continued

Imagine that the producer of good X now embarks on an advertising campaign that successfully improves the product’s image, shifting the demand curve to the right. This increases the relative attractiveness of X in terms of Y, the consumer now being willing to sacrifice additional units of Y to obtain X. In short, \( MRS_{XY} \) increases for any value of X and we now have a new indifference map \( IC_{*1}, IC_{*2}, \) and \( IC_{*3} \).

The advertising campaign therefore increases the gradient of the indifference curves. The more effective the campaign, the greater the increase in \( MRS_{XY} \) and the steeper the gradient. Point \( a \) is no longer a point of equilibrium on \( IC_{*2} \) as \( MRS_{XY} \) is greater than \( P_X/P_Y \). The consumer regains equilibrium by moving to point \( b \) on \( IC_{*3} \). The advertising campaign therefore allows the firm to sell an additional \( X_2 - X_1 \) units at the original price.

Alternatively, the firm might wish to use the advertising to enable it to sell the original quantity \( X_1 \) at a higher price. On Figure 4.18 the price of X could be raised, pivoting the budget line to AC, allowing the consumer to obtain equilibrium at point \( c \) on the lower indifference curve \( IC_{*1} \). Finally, the firm might raise price less than the above and sell between \( X_1 \) and \( X_2 \). Note that, in reality, the firm might have difficulty in accurately predicting both the influence of advertising upon sales and the price increase necessary to maintain sales following the advertising. Nevertheless, our basic analysis remains valid.

We saw above how the firm uses advertising to increase consumer preference and raise \( MRS \) relative to others goods. In many instances, however, advertising might seek to maintain market position in the face of competitive advertising or other marketing initiatives from rival firms. For example, firm X’s advertising might have been in retaliation to a simultaneous campaign by firm Y which could have tilted consumer preferences towards Y and away from X, make the indifference map shallower, decrease \( MRS_{XY} \) and increase the consumption of Y at the expense of X. Firm X’s retaliatory advertising campaign might aim as a minimum to maintain the status quo and the original indifference map, or hopefully on balance shift preference towards X and increase \( MRS_{XY} \).

4.4 Goods and their attributes

Indifference curve analysis can provide some interesting insights into consumer behaviour and business strategy. A specific application of the approach is Kelvin Lancaster’s characteristics approach to consumer demand.2

This approach sees commodities as possessing specific attributes or characteristics. Competing products may possess different characteristics or similar characteristics in differing ratios. The consumer is then assumed to seek satisfaction from those characteristics rather than seeing the good as providing a single well-defined service or attribute. In short, it is the attributes that provide satisfaction rather than the good itself. For example, if purchasing a car the consumer gains satisfaction from the various characteristics possessed by that car including fuel economy, performance, safety, design, reliability, luggage space, number of passenger seats, etc. Such characteristics also act as a constraint upon choice. Thus a consumer might seek a certain degree of fuel economy but be willing to compromise on fuel economy if compensated by additional safety features.
The approach therefore sees utility being derived from bundles of attributes rather than bundles of goods and, further, the constraints upon consumption are set by incomes, prices and the characteristics of goods rather than just by incomes and prices.

**Key concept: Characteristic filtering**

Modern consumer durables incorporate bundles of different characteristics which different consumers will evaluate differently. For example, certain car purchasers seek performance and styling over reliability and fuel efficiency; others place a greater importance on safety features and comfort. Car manufacturers will take note of these preferences when producing and marketing their cars and will often produce a range of cars, and different models of individual cars, to cater for different consumer tastes. Producers of other consumer durables will act likewise.

Characteristic filtering suggests that for the majority of consumers, excellent performance in one characteristic does not compensate for poor performance in another. Although the consumer might be lured into purchasing a particular car by the promise of excellent fuel efficiency and reliability, they still seek ‘minimum standards’ as regards performance and styling. Whilst manufacturers might therefore emphasise one characteristic, or groups of characteristics, over others, they need to provide an acceptable degree of all relevant characteristics. The challenge for the manufacturer is to know which characteristics to provide, and in what ratio.

Although commodities generally possess a number of key characteristics, we may illustrate the approach by considering a single commodity with two characteristics. For example, the two key characteristics of nut chocolate are the amount of chocolate and the quantity of nuts; or the two characteristics of a daily newspaper might be the coverage of scandal or gossip relative to the reporting of serious news matters. Newspapers might also be seen as differing in their coverage of local as opposed to national/world news. In our example we will consider holiday destinations and assume the two key characteristics to be relaxation and cultural experience. Within our example we will also assume the consumer’s expenditure on his/her holiday to be fixed.

Figure 4.19 shows three different holiday destinations. We assume relaxation (R) and cultural experience (C) can each be measured as an index. They are shown respectively on the vertical and horizontal axes. Each destination has a different ratio of R to C. Destination D₁ is represented by the steeper ray, indicating a relatively high ratio of R to C. Destination D₃ has a high ratio of C to R and destination D₂ comes between the other two. The consumer increases his/her consumption of R and C in fixed proportions by moving from the origin along one of the three rays. The price of each destination is given by the daily average hotel price. We assume no discounts for additional days in a given location. With a fixed budget the consumer could reach a single point on each of the three rays, either x on D₁, y on D₂, or z on D₃. Each point represents a number of days in that location. If the consumer spent his/her holiday in only one location, these points represent a discontinuous budget constraint that includes the characteristics of the good, its price and the consumer’s available expenditure.
The chosen destination depends upon the consumer’s preference between R and C. This is shown by the indifference map superimposed on Figure 4.19. Each indifference curve exhibits a diminishing marginal rate of substitution between the attributes. The optimal location is D1 as it lies on the highest indifference curve, IC3.

The consumer in Figure 4.19 might change his/her choice of destination if:

- There was a decrease in the price of an alternative location. For example, as the price of D2 falls, point y moves outwards along the ray. However, price must fall so that we reach a point on D2 above IC3 such as y* before the consumer changes choice of location. A smaller decrease in price that would not achieve a point beyond IC3 has no impact.

This prediction is interesting in that a more conventional analysis predicts that as the price of a good falls the consumer gradually substitutes towards that good and away from other goods whose relative price has now increased. However, in this analysis, the shift is not gradual. It is only when they price of D2 falls so that a point beyond IC3 is reached that the consumer shifts, and the shift is then complete rather than gradual. This illustrates the notion of brand loyalty – the practice of continuing to buy a particular brand even though its price has risen relative to other brands. However, brand loyalty can only go so far and if price continues to rise the consumer will eventually switch brands.

The individual’s demand curve for D2 would therefore not be a continuous downward sloping function. However, the market demand curve can be continuous as different consumers will have different indifference maps exhibiting their varying tastes. As the price of D2 falls we would therefore anticipate a gradual substitution away from D1 and D3 and towards D2.
The consumer’s tastes change. Consumer tastes might change in favour of cultural experience (C). This increases the slope of individual indifference curves. The MRS_{CR} increases. The optimal destination might now change from D_1 to either D_2 or D_3.

A destination changes its mix of characteristics. D_2 might experience a fall in popularity as consumers increasingly favour R over C. To maintain market share they might therefore persuade their local authority to convert their opera house or museum into a leisure centre. The gradient of the D_2 ray in Figure 4.19 therefore increases, encouraging holidaymakers to choose D_2. This can be achieved even though the ratio of R to C in D_2 is less than D_1. For example, in Figure 4.20 the increased ratio of R to C shifts to ray D_2*. The consumer would now change their choice from x days in D_1 to y* days in D_2* and reach the higher indifference curve, IC_4.

D_2 could use a combination of the above to attract more holidaymakers. For example, they might decrease price and simultaneously provide a more attractive ratio of characteristics. A new higher ratio of R to C might even allow D_2 to increase the price of hotel accommodation and still attract more custom. Alternatively, D_2 might attempt to reverse the trend of holidaymakers favouring R over C by improving the quality of cultural experiences on offer at D_2.

Note the generality of the above analysis. For holiday destinations we could substitute our previous examples, nut chocolate or daily newspapers. For example, a newspaper might increase circulation by moving downmarket and increasing its coverage of scandal in relation to serious news reporting.

Supplying a large number of brands allows producers to cater for different consumer tastes. Individual producers commonly supply more than one brand, or a variety of a given brand; for example, News International publishes in the UK both The Times and the more downmarket Sun, and Coca Cola sells both traditional and diet coke.

Figure 4.20 An increase in the ratio of R to C in destination D_2
4.5 Combining brands

So far we have assumed the consumer will make a choice between brands where the brand they choose has a fixed ratio of attributes. However, a consumer might be able to combine brands to obtain a more favourable ratio of attributes. For example, a connoisseur of freshly ground coffee might mix together different varieties of coffee bean to obtain a favoured combination of aroma and flavour; or one fruit cordial might taste too sweet and have an insufficiently fruity flavour, another might be too fruity and slightly bitter. Why not buy some of both, mix the brands and obtain a perfect combination of attributes? Finally, instead of spending a holiday in one destination, the holidaymaker could opt for a split-centre holiday, spending a number of days in two or more locations.

We may illustrate the possibility of combining brands through our holiday destination example. Consider Figure 4.21. We previously assumed the consumer to spend either \( x \) days in \( D_1 \), \( y \) in \( D_2 \), or \( z \) in \( D_3 \). Alternatively, a given expenditure could purchase any combination of \( R \) and \( C \) on a line between \( x \) and \( y \). Points on the line \( xy \) also represent a combination of \( D_1 \) and \( D_2 \). Similarly, \( D_2 \) and \( D_3 \) could be combined along \( yz \). Finally, \( D_1 \) and \( D_3 \) could be combined along \( xz \). However, \( xz \) lies within the boundary \( xyz \) and would always be rejected as the same expenditure could buy more of both characteristics \( R \) and \( C \). The locus \( xyz \) can therefore be considered an efficiency characteristics frontier. It is also a budget constraint.

Utility is maximised at point \( k \) in Figure 4.21 where the efficiency characteristics frontier is a tangent to the highest indifference curve \( IC_1 \).

The ratio \( R^*/C^* \) is achieved by dividing time between \( D_1 \) and \( D_2 \). The days spent in each location can be found by:

1. taking a line back from point \( k \) parallel to the \( D_2 \) ray until it cuts the \( D_1 \) ray at point \( a \). The days spent in \( D_1 \) equal \( Oa \);
2. taking a line back from point \( k \) parallel to the \( D_1 \) ray to point \( b \) on the \( D_2 \) ray. The days spent in \( D_2 \) equal \( Ob \).

Therefore:

\[
R^* = r_1 + r_2
\]

and

\[
C^* = c_1 + c_2
\]

Figure 4.21 also illustrates certain interesting marketing opportunities. For example:

- If a majority of consumers favour the ratio \( R^*/C^* \), our destinations might attempt to adjust their characteristics to achieve that ratio. This appears easier for \( D_1 \) and \( D_2 \) than \( D_3 \). However, although many might prefer the ratio \( R^*/C^* \), there could remain a viable niche market for holidays providing the ratio of characteristics available at \( D_3 \). Providing a range of brands allows producers to cater for differing tastes.

- Combining destinations is possible, yet involves more effort than booking a single destination. (It may also be more costly if the consumer loses any economies of bulk purchase.) Travel agencies might recognise the inconvenience of individuals booking such holidays and make available multisite holidays themselves, providing an attractive combination of attributes (e.g. a largely cultural week in Rome and a second week in a nearby coastal resort). Where travel agencies book in bulk they might pass on such savings to customers.
Producers might see the marketing possibilities of producing a new brand with an attributes ratio \( R^*/C^* \). For example, if \( D_1 \) and \( D_2 \) were two brands of fruit cordial, with \( R \) representing fruit flavour and \( C \) sweetness, a producer might introduce a new brand \( D' \). If the price of \( D' \) was such that point \( k \) was attainable the consumer would not make a distinction between \( D' \) and combining \( D_1 \) and \( D_2 \). With a lower price the consumer shifts to \( D' \). However, \( D' \) would not be purchased if point \( k \) was not attainable. This illustrates the importance of setting both an attractive mix of characteristics and an appropriate price.

If the price of a brand or destination changes, this represents a change in the price of the attributes that characterise the brand. The price change shifts the efficiency characteristics frontier: for example, the line \( xy \) shifts outwards to \( xy' \) in Figure 4.22 if the price of \( D_2 \) falls. We would then expect the consumer to make a smooth substitution towards attribute \( C \), the relatively dominant attribute in \( D_2 \). The consumer could, however, move from point \( k \) to any point of tangency along \( xy' \).

For example:

1 Moving to \( P \) results in a constant consumption of \( D_1 \), additional \( D_2 \) and an increase in the \( C/R \) ratio. Any point to the right of \( P \) leads to a fall in \( D_1 \), even greater \( D_2 \) and a still higher \( C/R \) ratio.
2 Moving to a point between \( P \) and \( N \) increases both \( D_1 \) and \( D_2 \), although \( D_2 \) increases more than \( D_1 \). The \( C/R \) ratio rises.
3 A move to \( N \) maintains the existing ratio of attributes. \( D_1 \) and \( D_2 \) increase in the same proportion.
4 Moving between \( N \) and \( M \) increases the consumption of \( D_1 \) greater than \( D_2 \). The \( C/R \) ratio falls.
A move to M maintains the consumption of $D_2$, even though its price has fallen. The consumption of $D_1$ rises and the C/R ratio falls. However, although consumption of $D_2$ remains constant, the consumption of attribute C still rises.

Moving between M and L decreases the consumption of $D_2$ and increases $D_1$. The consumption of C still increases, although the C/R ratio falls.

Moving to L further decreases the consumption of $D_2$. Consumption of C remains constant.

Moving to the left of L decreases the consumption of $D_2$, the attribute C and the C/R ratio.

The above analysis is interesting. First, it shows that following a price change a smooth substitution between brands is possible where the consumer is able to combine brands. When the individual was unable to do so, the response to the price change was either 'all or nothing'. Second, the approach shows that although the demand for a brand might fall following a decrease in its price (see point 6 above), the consumption of the attributes associated with that good can still increase. Therefore, although the good can be described as Giffen, the attributes cannot. This observation is interesting as it could be seen to increase the likelihood of Giffen goods and the existence of an upward-sloping demand curve.

In conclusion, Lancaster’s characteristics approach provides many additional insights into consumer behaviour that a more traditional theory ignores. Whilst a traditional analysis is less comfortable when dealing with brands, most generally treating either all brands as a single good or different brands as separate goods, Lancaster’s analysis permits a useful analysis of branding, highlighting the advantage to the firm of aiming its products at particular consumer groups who desire product characteristics in a particular ratio. The analysis also stresses the importance of providing both an attractive ratio of product char-
acteristics and an appropriate price. To identify such an appropriate mix of characteristics it is certainly worthwhile the firm investing time and money in market research. The differing tastes of consumers also provide a rationale for producing a range of brands, most likely at differing prices, each with a different ratio and range of characteristics.

4.5.1 The individual’s supply of labour

A further application of indifference curve analysis can be seen in an analysis of an individual’s choice between work and leisure.

Consider Figure 4.23. The horizontal axis measures the hours of leisure in a given day. Our individual could therefore take 24 hours of leisure and by inference zero hours of work. Alternatively, $L_2$ hours of leisure implies $W_1$ hours of work where:

$$W_1 = 24\text{ hours} - L_2$$

Income is measured on the vertical axis. In sacrificing leisure in exchange for hours of work the individual receives income. Each hour of work increases income by the hourly wage rate and the hourly wage is therefore represented by the scope of the line BB in Figure 4.23. BB can also be considered an income–leisure constraint, and analogous to a budget constraint. BB is seen as cutting the vertical analysis, implying the possibility of working 24 hours in a given day. This is clearly unlikely. In reality, the worker would be restricted to working a maximum number of hours per day setting an upper limit to income. The diagram also implies that if an individual does not work they receive no income. In reality, this would be unlikely as our individual might be the beneficiary of unearned income from previous investments, and/or receive certain state benefits.

Figure 4.23 Optimal choice of hours worked with flexibility of hours
although many of those benefits might then be forfeited upon employment. The continuity of the line BB also implies a worker’s choice in the length of their working day. Once again, this might be unrealistic and we will later analyse situations where the working day is fixed, although additional hours (i.e. overtime) might then be offered at higher hourly rates of pay.

The individual’s preferences between income and leisure are shown by the familiarly shaped indifference curves, IC₁ to IC₃ in Figure 4.23. Each indifference curve shows combinations of income and leisure that provide a given level of satisfaction. The convexity of the indifference curves shows a diminishing marginal rate of substitution between leisure and income. As leisure hours increase, progressively less income is willingly sacrificed. This is consistent with the observation that both income and leisure are goods subject to diminishing marginal utility.

Optimality in Figure 4.23 is found at point a where the income–leisure constraint BB is at a tangent to the highest indifference curve. Our individual therefore chooses to work W₁ hours at the going wage rate, take L₂ hours of leisure and earn an income of Y₁. Hours of work would change if there were a shift in preferences between work and leisure. Thus, if the indifference map became steeper, indicating a willingness to sacrifice more income for an extra hour of leisure, fewer hours would be worked as leisure becomes more valued. This could be due to the worker gaining less job satisfaction, or having discovered more enjoyable sources of leisure. If the marginal rate of substitution of leisure for income continues to increase, the individual might forgo all work, illustrated as a corner solution at point B on the leisure axis. Alternatively, if the indifference map became shallower, illustrating a decreased willingness to sacrifice income for leisure, more hours would be worked as leisure time becomes less valued. This might be due to a desire to earn and save more money in this time period in order to work fewer hours (and take more leisure time) in a later period.

Figure 4.23 assumed the worker to have a choice in the length of their working day. However, in most circumstances, the offer of work entails an hourly wage rate for a fixed-hour day. In Figure 4.24 we assume an eight-hour day at a fixed wage rate given by the income–leisure constraint BB. The individual therefore chooses between an income of Y₃ and eight hours of work, or 24 hours of leisure and no earned income. With the indifference curves in Figure 4.24, our individual chooses to work and reaches indifference curve IC₂. Not working results in the lower indifference curve IC₁. Ideally, this worker would prefer to work fewer hours, sacrifice income and reach a tangency position on IC₃.

Figure 4.24 shows the indifference curves being extended until they reach a line perpendicular to B on the leisure axis. This shows for IC₂ an indifference between an income of Y₃ and eight hours of work, or an unearned income of Y₁ and 24 hours of leisure. However, in not working, the worker actually attains utility denoted by IC₁ with no unearned income. The gain in utility by working can therefore be seen as equivalent to Y₁ in unearned income. If the worker were able to choose the length of their working day and reach IC₂, the gain in utility compared to working an eight-hour day would be equivalent to Y₃ – Y₁ in unearned income.

As an exercise you should be able to redraw the indifference curves in Figure 4.24 to illustrate situations where either:

● the worker refuses the offer of an eight-hour working day;
● the offer of employment is accepted, although the worker ideally wishes to work in excess of an eight-hour day at the going hourly wage rate.
Variations in the wage rate

A change in the hourly wage rate pivots the income–leisure constraint from the leisure axis. For example, in Figure 4.25a, an increase in the hourly wage from WR1 to WR2 pivots the income–leisure constraint from BB to BB’.

The higher wage can be thought of as decreasing the price of income and the consumer will react by increasing their level of income. This would always be the case since income must be considered a normal good. It is, however, more interesting to consider the impact of the higher wage rate on the number of hours worked.

In Figure 4.25a, the worker reacts to the higher wage by moving from point a on IC1 to point b on IC2, hours worked increasing from W1 to W2. This results in the upward-sloping supply curve of labour in Figure 4.25b. More income yet less leisure is demanded. Income and leisure can therefore be considered substitutes.

Figure 4.26a shows the same increased wage rate. In this case fewer hours are worked, the worker choosing to take more leisure hours though still achieving a higher income. This results in a backward-bending supply curve of labour illustrated in Figure 4.26b. Income and leisure are now seen as complementary goods. (Note that the supply curve only becomes backward bending at higher wage rates. At lower rates, it must have been upward sloping.)

We can analyse the impact of higher wages upon hours worked by breaking the reaction down into a substitution and income effect. The substitution effect is straightforward as the higher wage decreases the price of income and can also be thought of as increasing the price of leisure. In effect, the opportunity cost of leisure has increased as more income must now be sacrificed to undertake leisure. The substitution effect therefore increases the consumption of income and decreases leisure hours. If leisure were an inferior good the outcome of a change in the wage rate would now be certain as the substitution and income effect would reinforce each other and the supply curve must be upward sloping. However,
it is unreasonable to consider leisure an inferior good. If it were, major winners of the lottery or football pools would react by decreasing their hours of leisure! Instead, leisure must be seen as a normal good and the outcome of an increased wage rate therefore becomes uncertain as the substitution effect encourages less leisure whilst the income effect encourages more, and vice versa with a falling wage rate. Where the substitution effect outweighs the income effect, the supply curve for labour is upward sloping. We have a backward-bending supply curve if the income effect outweighs the substitution effect.

Figure 4.25  An increase in the hourly wage rate, flexibility of hours

Figure 4.26  An increase in the hourly wage rate, flexibility of hours, backward-bending supply curve
We can isolate the income and substitution using the same diagrammatic approach developed previously (see Figure 4.27).

The increased wage rate in Figure 4.27 pivots the income–leisure constraint from BB to BB'. By defining constant real income as the ability to attain a particular combination of income and leisure, we isolate the income and substitution effects by pulling BB' backwards until it passes through the original equilibrium at point a. The compensating income–leisure constraint appears as CC' and required a compensating decrease in money income of B'C' on the vertical axis, or the equivalent of a decrease in unearned income of BC* if this individual had been in possession of such unearned income. The movement from point a to c therefore represents the substitution effect, the movement from point c to b represents the income effect. In this case, the income effect fails to outweigh the substitution effect and the supply curve of labour remains upward sloping. The net effect is for hours worked to increase from W1 to W2 and income to rise from Y1 to Y3. If the income effect outweighed the substitution effect, the supply curve would be backward bending. Draw your own diagram to illustrate this possibility.

This analysis illustrates the possibility of workers reacting to a higher hourly wage by reducing the number of hours worked. The employer could, however, avoid this possibility by only offering the higher wage for additional hours worked. Such a practice is referred to as overtime payments, representing a form of price discrimination whereby the employer

![Figure 4.27 The income and substitution effect of an increase in the wage rate](image-url)
offers a different wage for different hours worked. For example, in Figure 4.27, the hourly wage rate shown by the income–leisure constraint BB could be offered for the first $W_1$ hours and the higher hourly overtime rate shown by $CC'$ for hours worked in excess of $W_1$. In this instance the worker reacts by working $W^* - W_1$ hours of overtime, reaching equilibrium at point c on $IC^*$. Overtime payments are analysed further in the case study below.

4.6 Conclusion

Indifference curve analysis provides a valuable approach and insights into the study of consumer behaviour. The model can also be used to present a characteristics approach to consumer demand and, in so doing, provide additional insights into product branding and consumer loyalty unavailable through a more traditional approach. We also used the approach to analyse the individual’s choice between work and leisure and show the advantage to the employer of offering overtime payments.

There are many other useful applications of the basic model: these include using it to analyse the relative merits of rewarding employees via either taxable income or extra possibly untaxed fringe benefits, or an analysis of how the consumer might seek to optimally allocate consumption and savings between different time periods.

The basics of the approach can also be extended into an analysis of production with the axes now measuring two factors of production, typically capital and labour. The production equivalent of the indifference curve is referred to as an isoquant showing different possible combinations of those factors that could produce a given output of a specific good. The equivalent of the budget line is the isocost line showing different ratios of the factors that can be purchased given their relative prices and a fixed productive expenditure. Equivalent conditions of optimality can then be developed to show how the producer can efficiently produce different levels of output and the likely reaction to changes in factor prices, factor productivity, etc.

Case study

Overtime payments

Firms will commonly offer a higher hourly rate of pay for hours worked in excess of the standard contracted working day. This represents a form of price discrimination and can be advantageous to the employer as it can ensure workers will take on extra hours of work. We may illustrate this practice by adapting the analysis used in Figure 4.27. See also Figure 4.28.

With an hourly wage rate represented by BB in Figure 4.28 our worker takes on $W_1$ hours of work for an income of $Y_1$. Raising the wage rate pivots the income–leisure constraint to $BB'$ and, in this instance, encourages the worker to increase their hours of work from $W_1$ to $W_2$. The employer pays additional wages of $Y_3 - Y_1$. However, instead of paying the higher wage for all hours worked, the employer might only offer that rate for additional hours beyond $W_1$. The effect is to kink the income–leisure constraint at point a, the constraint becoming steeper to the left of that point. The offer of overtime payments now encourages the worker to move to a new equilibrium along the steeper section of the income–leisure con-
straint (aC’) where a higher level of satisfaction can be achieved. The new equilibrium is located at point c on IC*, W* – W1 hours of overtime undertaken for an additional wage of Y2 – Y1. The movement from point a to c is the substitution effect we previously isolated in Figure 4.27 when analysing the net effect of an increase in the wage rate that pivoted the income–leisure constraint from BB to BB’. The substitution effect therefore ensures the worker’s positive response to the offer of overtime.

Through paying higher overtime rates rather than a uniform wage for all hours of work, management gains through a lower wages bill (Y2 rather than Y3) and obtains more hours of work (W* rather than W2). Given the choice, workers clearly prefer uniformly higher wage rates as they can earn more for fewer hours. Indeed, using the analysis we introduced in Figure 4.24, whereas the movement from point a to b in Figure 4.28 could be seen as providing the worker with additional equivalent unearned income of Yb – Ya, the move from point a to c is only equivalent to Yc – Ya. The worker’s loss is equivalent to Yb – Yc.

Our analysis so far assumes the worker to have a free choice in their hours of work, both overtime hours and regular hours. If management were to stipulate a fixed period of overtime hours per worker, the offer would be refused if it placed the worker at a lower level of satisfaction. For example, having to take on W** – W1 hours of overtime in Figure 4.26 places the worker on a lower indifference curve than IC1. It is also interesting to consider how a worker reacts to offers of overtime when working fixed regular hours. For example, in Figure 4.24, we noted a situation

Figure 4.28 Overtime payments
where the worker, if required to work an eight-hour day, would ideally have worked fewer hours and thereby attained a higher level of satisfaction. In such cases, the worker is less likely to respond positively to offers of overtime. Alternatively, if the worker had been willing to work in excess of an eight-hour day at the going hourly wage rate, he/she would almost certainly respond positively to offers of overtime. Indeed, you could imagine a situation where such a worker might willingly work overtime at an hourly wage less than the standard rate! How would you present such a possibility diagrammatically?

### Notes and references


### Review and discussion questions

1. Do you believe it reasonable to assume consumers normally act rationally? Can you provide any examples where you have acted irrationally?
2. Use an indifference curve approach to explain why, if people generally prefer BMW cars to Ford cars, it is nevertheless true that Ford sell more cars than BMW.
3. Draw an indifference map and a given budget line between two goods and show how a successful advertising campaign on one of those goods might impact upon sales.
4. Show how we may use the concept of indifference curves to measure consumer surplus.
5. Under what circumstances might an indifference curve be:
   (a) vertical
   (b) horizontal
   (c) downward sloping and linear
   (d) upward sloping.
Assignments

1 Outline the ‘additional insights into consumer behaviour’ that can be achieved from Lancaster’s characteristics approach to consumer demand compared to a more traditional approach.

2 Show the advantages to the employer of introducing a system of overtime payments. Need workers necessarily require the offer of such payments to induce them to work beyond the length of their normal working day?

3 Study the mini case in this chapter entitled ‘Gridlock fears as car costs fall’. Show through appropriate indifference curve diagrams how traffic congestion is likely to increase.

Further reading

CHAPTER 5

Supply, costs and profits
Andy Rees

Objectives
1. To outline the factors affecting the supply of goods and services.
2. To consider how supply may vary with price and other factors.
3. To explain the notion of elasticity of supply.
4. To investigate the relationship between supply and costs in the short and long run.
5. To consider the notion of scale economies and other supply-related concepts.
6. To see how a firm might achieve maximum profit.

5.1 Introduction

In Chapter 3 we outlined the factors affecting the demand for goods and services and considered how demand may vary with price and other variables. In a similar fashion we may now analyse factors that determine the supply of those same goods and services and how changes in these factors will influence the level of supply. The time period over which a firm adjusts the level of production is of particular significance and we will distinguish between the short run, where the firm is faced with at least one factor of production in fixed supply, and the long run, when all factors become variable. We will then see how the level of production in the short and long run affects the cost per unit of output.

Our analysis of consumer demand in Chapter 3 showed us how revenue earned by the firm varies with the level of output. A study of supply permits us to identify the cost associated with that output. By identifying values of revenue and cost at each level of output, we can then identify different levels of profit and describe conditions whereby the firm might achieve maximum profit. Whether the firm really seeks a maximisation of profit, or is capable of doing so, is a matter of debate that will be discussed in Chapter 6. Nevertheless, a clear understanding of the factors involved in determining profit is of crucial importance to our understanding and analysis of the firm.
The quantity of a good supplied is defined as the quantity firms are willing and able to supply to the market at a particular price over a specific time period. Figure 5.1 shows a market supply curve.

The market supply curve represents the aggregate supply of all firms producing a given good at a range of prices. Such a curve would typically slope upwards, reflecting a profit motive and the firm’s willingness to release more output onto the market at higher prices. If production costs per unit were to increase at higher levels of output, the firm would be compensated by the higher sale price. At prices below $P_1$, it would not be considered profitable to supply the market.

As in the case of demand there are a number of factors influencing supply apart from price. The supply function could be presented as:

$$Q_{SX} = f(P, P_{S/C}, C, T, E, N)$$

where:

- $Q_{SX} =$ quantity supplied per period of time of good X
- $P =$ the price of the good

As noted, due to a profit motive there should be a direct relationship between price and quantity supplied. A change in price causes a movement up or down an existing supply curve, known as an extension or contraction in supply.

Figure 5.1 Market supply curve
- \( P_{SC} \) = price of substitute and complementary goods

An increase in the price of a substitute would be assumed to decrease output of good \( X \) as producers move resources into production of the substitute. For example, if a brewer is producing both beer and lager and there is an increase in the price of lager then resources should flow into lager production and away from beer to take advantage of the increased relative profitability of lager. There is therefore an inverse relationship between the price of substitutes and the supply of good \( X \). The supply curve for good \( X \) would shift to the right if the price of a substitute fell, and vice versa (see Figure 5.2).

If the price of a complementary good increased, then producers of this good would increase production, and the supply of good \( X \) would rise to match an anticipated increased demand. The goods might be complementary in the production process: for example, beef and leather hides. An increase in the price of beef would not only increase the supply of beef but also the supply of hides. There would therefore be a direct relationship between the price of complements and the supply of good \( X \). The supply curve for good \( X \) would shift to the left if the price of a complement fell, and vice versa (see Figure 5.2).

- \( C \) = the cost of factor inputs

The consideration of such costs is pivotal to our study of supply. If costs rise, the producer would be assumed to decrease supply in anticipation of lower profits. There would therefore be an indirect relationship between the price of inputs and the supply of good \( X \). The supply curve would shift to the left if the cost of inputs rose, and vice versa (see Figure 5.2). The degree of shift depends upon the size of a factor’s price change, the relative importance of that factor in production, and the degree to which that factor could be substituted for others.

Figure 5.2  Shifting supply curves
T = technology
An improvement in technology affects productivity and therefore decreases costs. As above, the reaction should be to increase output and the supply curve shifts to the right (see Figure 5.2). The impact of the technical change is likely to be biased towards increasing the productivity of a particular factor of production. For example, the introduction of robotic production increases the relative productivity of capital and should result in the substitution of labour for capital.

E = business expectations
As businesses become increasingly confident regarding the future they are likely to plan for and deliver an increase in supply. For example, a firm producing household furnishings might observe a recovery in the housing market, predict this will shortly result in increased demand for its products, and therefore increase supply in anticipation of future sales. The supply curve shifts to the right (see Figure 5.2) or to the left if firms becomes less optimistic of the future.

N = number of suppliers
A market supply curve represents the combined supply of all producers. An increase in the number of suppliers shifts the curve to the right (see Figure 5.2) or to the left if suppliers leave the market. With a market supply curve we should assume those firms are producing an identical good. Whilst this might be a reasonable approach for relatively homogeneous goods such as potatoes or basic raw materials, we cannot meaningfully derive a market supply curve where firms are producing differentiated goods. For example, although we might measure total market car production, the derivation of a market supply curve presents difficulties.

5.3 The elasticity of supply

We noted in Chapter 3 that this could be measured as:

\[ E_s = \frac{\text{Percentage change in quantity supplied}}{\text{Percentage change in price}} \]

The value of \( E_s \) is positive, reflecting the upward-sloping supply curve. Figure 5.3a shows a supply curve where supply is price elastic, \( E_s > 1 \), a proportionate change in price leading to a greater than proportionate change in quantity supplied. Figure 5.3b illustrates a situation of inelastic supply, \( E_s < 1 \), a proportionate change in price leading to a less than proportionate change in supply.

If quantity supplied was not affected by a price change then supply would be perfectly inelastic, \( E_s = 0 \), and the supply curve would be vertical. If any amount might be supplied at a given price, yet nothing below that price, then supply would be perfectly elastic, \( E_s = \infty \), and the supply curve would be horizontal.

As with demand elasticities there is a time dimension to the responsiveness of supply to a change in price, referred to as a supply lag. Other things being equal, the longer the time period, the greater the value of \( E_s \). For example, immediately following a price increase, existing producers might be incapable of increasing supply unless they have unsold stock and the value of \( E_s \) might approach zero, the supply curve being nearly ver-
tical. In the next period, the firm might hire extra workers to work with existing capacity, or use the existing workforce on overtime: supply therefore increases. It may also be possible to shift resources from producing one commodity to another. Thus as the price of lager rises relative to beer, then beer-producing facilities might move over to lager. Eventually, supply might increase even further as new firms join the industry and existing firms fully adjust to new production plans. Certain firms might be able to adjust supply relatively quickly to price changes. However, particularly when using relatively specialised factors of production which might immediately be in short supply, adjustments in supply might be more gradual. For example, an increase in the wages offered to dentists would have little immediate impact upon supply. However, in the longer time period, this might encourage more persons to seek dental training and allow dental schools the opportunity to provide extra places.

We will see in this chapter that the firm’s ability to adjust production over the ‘short’ or ‘long run’ is a major consideration in our study of factors influencing supply.

5.4 The production function

It was stated in Chapter 1 that organisations acquire resources – including labour, premises, technology, finance, materials – and transform those resources into the goods and services required by customers. In producing and selling output, a firm hopes to earn sufficient revenue to maintain and replenish its resources, therefore facilitating further production which in turn requires further inputs to be purchased.

The production function shows a technical relationship between physical inputs and output. If we assume full productive efficiency within existing technology, then any
combination of inputs prescribes a maximum volume of output. The possibility of inefficiency, resulting in less than maximum output, will be considered later in the chapter.

A production function could be presented as:

\[ Q = f (K, L, La, M, \ldots) \]

where:
- \( Q \) = output over a determined time period
- \( K \) = capital
- \( L \) = labour
- \( La \) = land
- \( M \) = materials.

For simplicity of exposition, we usually present only two factors within the production function and assume each factor to be homogeneous. For example, all units of labour would be assumed to possess equal skills and be equally efficient. Our production function would now appear as:

\[ Q = f (K, L) \]

where \( K \) and \( L \) would be measured respectively as the units of capital and labour used in the time period of production.

There could be more than one combination of \( K \) and \( L \) that could efficiently produce a given level of output. For example, Table 5.1 shows how 100 units of \( Q \) could be produced using one of three processes.

**Table 5.1 Technical efficiency; three technically efficient methods of producing 100 units of output**

<table>
<thead>
<tr>
<th>Process</th>
<th>Capital units (K)</th>
<th>Labour units (L)</th>
<th>Total cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process A</td>
<td>4</td>
<td>6</td>
<td>£64</td>
</tr>
<tr>
<td>Process B</td>
<td>6</td>
<td>4</td>
<td>£76</td>
</tr>
<tr>
<td>Process C</td>
<td>2</td>
<td>8</td>
<td>£52</td>
</tr>
</tbody>
</table>

These processes are all technically efficient because, although each uses more of one factor than another, it uses less of the other factor. If a fourth process used more of one factor and no less of another, it would be deemed inefficient. For example, 3K and 8L would be technically inefficient compared to ‘process C’.

As noted, the production function describes purely physical relationships. To see the cost of each process, and identify that process which minimises cost, we must consider the relative price of the factors. Table 5.2 shows the cost of the three processes with capital at £10 per unit and labour £4.

**Table 5.2 Economic efficiency: comparing the cost of three technically efficient methods of producing 100 units of output**

<table>
<thead>
<tr>
<th>Process</th>
<th>Capital units (K) (£10 per unit)</th>
<th>Labour units (L) (£4 per unit)</th>
<th>Total cost (£)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process A</td>
<td>£40</td>
<td>£24</td>
<td>£64</td>
</tr>
<tr>
<td>Process B</td>
<td>£60</td>
<td>£16</td>
<td>£76</td>
</tr>
<tr>
<td>Process C</td>
<td>£20</td>
<td>£32</td>
<td>£52</td>
</tr>
</tbody>
</table>
In this case, process C becomes the economically efficient process. However, the ratio of factors shown in process C would not always be the chosen way of producing the good. For example, it is possible that:

- the price of factors might change (e.g. if factor prices were reversed with capital at £4 per unit and labour at £10, process B would now become economically efficient);
- the relative productivity of factors might change (e.g. if technical developments improved the productivity of capital, firms should substitute capital for labour to take advantage of its increased relative productivity);
- different technologies might become possible at output levels greater than 100 units (e.g. at low output levels, it might be unprofitable to consider high levels of automation, yet such productive methods could be introduced at higher levels of output: highly automated car production lines provide an illustration);
- increasing output beyond 100 units requires the employment of more factors. In the short run (see below), it may be impossible to obtain more of both factors (e.g. additional capital may be unavailable and the firm can only increase output by employing more labour with a fixed supply of capital: if so, the ratio of capital to labour falls).

The variability of factors is an important concept. The economist defines three distinct time periods when the firm adjusts its productive capabilities:

The short run
The time period when at least one factor is in fixed supply. Output can only be varied by using more or less variable factors with the fixed factor. With our simple production function containing only capital and labour, it is usual to consider labour the variable factor and capital as the fixed factor. In other circumstances, it might be land, premises or a particular category of skilled labour that is the fixed factor. The length of the short run would vary from firm to firm. For instance, a bus company might be able to extend the size of its fleet relatively quickly, particularly if bus manufacturers have unsold stock. In contrast, specialised machinery in the textile industry might take a matter of months to obtain and set up ready for production.

The long run
The time period when all factors are variable, although technology is assumed constant. If capital were the fixed factor the firm may now receive and operate new capital. Note that once such capital is installed the firm moves into a new short-run situation and can only vary output by using more or less of variable factors with the new volume of fixed factors. As such, the long run can be thought of as a series of short-run situations. It may also be thought of as a planning period as it is in the long run that the firm can plan to set up a new scale of plant.

The very long run
The time period over which technology might change. It is likely that technical change is biased towards the productivity of particular factors. For example, more efficient machinery may be developed, or more efficient ways of motivating and utilising labour. Any given combination of capital and labour would now produce a higher level of output, or the same output could be produced using relatively fewer factors. As noted above, the firm should now orientate production towards those factors which have become relatively more productive.

We can now analyse production and cost under each of the above time periods.
Table 5.3 illustrates a productive situation where a single good is produced using variable amounts of labour with a fixed utilisation of capital at 15 units. This table introduces us to the concepts of total product (TP), average product (AP) and marginal product (MP). A clear understanding of these concepts, and their cost equivalents, is vital to our understanding of the firm’s approach to an optimal production strategy.

### Table 5.3 Short-run production, total, average, and marginal product

<table>
<thead>
<tr>
<th>Labour (L)</th>
<th>Capital (K)</th>
<th>Total product (TP)</th>
<th>Marginal product (MP)</th>
<th>Average product (AP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>30</td>
<td>20</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>60</td>
<td>30</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>100</td>
<td>40</td>
<td>25</td>
</tr>
<tr>
<td>5</td>
<td>15</td>
<td>150</td>
<td>50</td>
<td>30</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>230</td>
<td>80</td>
<td>38</td>
</tr>
<tr>
<td>7</td>
<td>15</td>
<td>330</td>
<td>100</td>
<td>47</td>
</tr>
<tr>
<td>8</td>
<td>15</td>
<td>410</td>
<td>80</td>
<td>51</td>
</tr>
<tr>
<td>9</td>
<td>15</td>
<td>470</td>
<td>60</td>
<td>52</td>
</tr>
<tr>
<td>10</td>
<td>15</td>
<td>510</td>
<td>40</td>
<td>51</td>
</tr>
<tr>
<td>11</td>
<td>15</td>
<td>530</td>
<td>20</td>
<td>48</td>
</tr>
<tr>
<td>12</td>
<td>15</td>
<td>540</td>
<td>10</td>
<td></td>
</tr>
</tbody>
</table>

**Total product (TP)**

Total product rises as more units of labour are employed with the fixed volume of capital. Figure 5.4a uses data obtained from Table 5.3 to draw a total product curve. It is interesting to observe the trend of the curve. As the employment of labour increases, total product first increases at an increasing rate, then at a decreasing rate. The explanation for this can be considered by introducing the concept of marginal product.

**Marginal product (MP)**

Marginal product is defined as the change in total product when employing one more or one less unit of the variable factor. For example: MP of the fourth unit of labour = TP with 4 units of labour minus TP with 3 units of labour

\[
\Delta TP = 100 - 60 = 40
\]

or:

\[
MP = \frac{\Delta TP}{\Delta L}
\]

Where:

- \(\Delta TP\) = the change in TP when using one more or less unit of the variable factor
- \(\Delta L\) = the one unit change in the variable factor.
In moving from point a to point b on the TP curve in Figure 5.4a, MP could be represented by the slope of the line (known as a chord) between a and b \( (\Delta TP/\Delta L) \). This section of Figure 5.4a is expanded in Figure 5.4b. If the units of labour on the horizontal axis were to increase, for example, numbering 1 to 120 rather than 1 to 12, then the geometric distance \( \Delta L \) falls and the length of the chord diminishes. As \( \Delta L \) approaches zero, a continuation of the chord effectively becomes a tangent to the TP curve at that point. Therefore, a tangent drawn to the TP curve at any point approximates to the value of MP at that level of output. (Note: this is the same geometric approach used in Chapter 3 when estimating the value of marginal revenue (MR) from a corresponding total revenue (TR) curve.)
From our data, marginal product increases up to the employment of the seventh worker. Whereas the second worker raises TP by 20 units, the third worker does so by 30 units, etc. It is not that the third worker works harder than the second; recall that we assumed workers to be homogeneous. The reason is due to the spare capacity in the fixed factor. In essence, there are too many units of capital relative to the employment of labour and capital is underutilised. However, as more workers are employed, capital becomes more efficiently utilised and marginal product rises. Beyond the seventh worker, MP falls as there become too many people working with the fixed capital. Capital is now over-utilised, and becomes increasingly so.

A useful analogy might be a worker single-handedly cultivating a very large field. Productivity for this worker could be higher if only a relatively small part of the field were cultivated, yet it is assumed that all the fixed factor (in this case land) must be used. Although the worker tries their best, TP is relatively low. The field is barely dug, planting poor, and it proves difficult to keep the weeds down and scare away the birds. The field is not used to its best potential. The fixed factor is severely underutilised. Bringing in a second worker proves to be beneficial. The additional worker permits a better use of the fixed factor and TP more than doubles. It is possible that a degree of specialisation might be introduced, with the two workers fulfilling different tasks. Increasing marginal productivity might continue with the employment of additional labour. However, after a point, MP starts to fall. The additional workers are still working hard, but the tasks they fulfil are less productive. For example, taking out relatively small weeds is a full-time job for the marginal worker, yet has little impact upon TP. It is even possible that excessive workers might decrease TP as workers get in each other’s way and possibly damage the crop.

The same analogy could be seen in a manufacturing situation on a production line. Employing additional workers on that line could result in output increasing at a faster rate as the capital embodied within the production line becomes better utilised. Eventually, however, the capital becomes over-utilised and output increases at a lower rate than the rate of employment of additional labour.

Figure 5.4a shows the relationship between TP and MP. Up to point c, the TP curve is increasing at an increasing rate and the return to the variable factor is increasing. MP is rising. (The slope of a tangent drawn to the TP curve would be rising.) At point c, the curve is at its steepest and MP reaches a maximum. This point is referred to as the point of inflection of the curve. Beyond point c, TP increases at a decreasing rate and MP falls. (The slope of a tangent would be falling.)

At point e, TP is maximised. A tangent drawn to this point has no slope and MP is therefore zero. Beyond point e, MP is negative and becomes increasingly so. Economically, it makes no sense to employ workers if they have a negative effect upon production.

**Average product (AP)**

Average product is shown in Table 5.3.

\[
AP = \frac{TP}{L}
\]

Average productivity rises up to the employment of the ninth unit of labour, then declines. Geometrically, the value of AP at any point on the TP curve in Figure 5.4a is represented by the slope of a line (referred to as a ray) drawn from the origin to the curve. At point d:

\[
\text{Gradient Od} = \frac{TP}{L} = APL = \frac{470}{9}
\]
At point d, the ray is tangential to the curve and AP is maximised. As the ray is also a tangent, then AP must equal MP at this point. Prior to point d, MP exceeds AP as the slope of a tangent at any point exceeds the slope of a ray. Beyond point d, AP exceeds MP. The ray is now steeper than the tangent at any point. There is therefore a clear relationship between the marginal and average values. If MP is rising, so must AP. Once MP equals AP, then AP is at a maximum, and when MP falls below AP, then AP must fall.

The above relationships are encapsulated in the principle of diminishing returns:

\[ \text{as more of a variable factor is combined with a given volume of a fixed factor, then eventually both marginal and average returns to the variable factor must decline.} \]

Diminishing marginal returns set in after point c. Prior to this point marginal returns are increasing. Diminishing average returns set in after point d. Prior to this point average returns are rising.

This principle applies to all productive situations and ultimately the fixed factor places an upper limit on total production. For example, there must be a finite volume of car production from a given car plant, or a maximum number of people who could be served in a particular supermarket. As we approach these finite volumes the rate of increase of total product must decline. The only way of increasing maximum output is through either increasing the fixed factor ('the long run') and/or through technological improvements ('the very long run').

### 5.6 Short-run cost

We can now introduce corresponding short-run cost concepts.

**Total cost (TC)**

Total cost (TC) at each level of output is made up of total fixed cost (TFC) and total variable cost (TVC):

\[ \text{TC} = \text{TFC} + \text{TVC} \]

- TFC remains constant at all levels of output. These are ‘unavoidable’ costs, and often referred to as overhead costs. In our example these were capital costs. Other fixed costs might include the rental a firm pays on its premises, the repayment costs of a loan, or money paid to a security firm to guard the premises. TFC is illustrated in Figure 5.5a as a horizontal line. The distance OF represents the value of fixed cost. If fixed costs were to rise, for example, due to an increase in the price of capital, the curve would shift upwards, and vice versa.

- TVC represents the cost of those factors that vary directly with output. In our example these are labour costs. Other variable costs could include the cost of raw materials and power. A TVC curve is illustrated in Figure 5.5a. The curve starts from the origin as there are no variable costs at zero output. As output rises, TVC rises. Note the connection between the shape of the TVC curve and the TP curve in Figure 5.4a in that if we assume labour the only variable cost, the axes on Figure 5.5 are the reverse of those in Figure 5.4a. Output switches to the horizontal axis on Figure 5.5 and whereas labour units were plotted on the horizontal axis in Figure 5.4a, labour costs (equal to TVC) are now plotted on the vertical axis on Figure 5.5. As the axes have switched, the
TVC curve is the inverse shape of the TP curve. The rationale for the shape of the TVC curve is therefore the same as that of the TP curve. For example, with TP increasing at an increasing rate, TVC increases at a decreasing rate. That is, the increasing marginal productivity of labour means that additional units of output use proportionally less labour. Total labour costs (TVC) are therefore increasing at a decreasing rate. Once diminishing returns set in, and TP increases at a decreasing rate, additional units of output use proportionally more labour. The total wage bill (TVC), then increases at an increasing rate relative to the increase in output.

Figure 5.5  The derivation of short-run average cost curves from total cost curves
If the cost of variable factors were to rise, for example, if wage rates were to increase, the TVC curve would pivot upwards and become steeper at all levels of output, and vice versa.

TC lies above TVC at a constant vertical distance equal to TFC (i.e. \( \text{TC} = \text{TFC} + \text{TVC} \)). The TC curve in Figure 5.5 therefore starts from point F and is vertically parallel to TVC. The point of inflection of the two curves is at the same level of output, \( Q_1 \).

**Average total cost (ATC)**

Average total cost (ATC) at each level of output (\( Q \)) is equal to total cost divided by the corresponding level of output:

\[
\text{ATC} = \frac{\text{TC}}{Q}
\]

and as:

\[
\text{TC} = \text{TFC} + \text{TVC}
\]

then:

\[
\text{ATC} = \text{AFC} (\text{average fixed costs}) + \text{AVC} (\text{average variable costs})
\]

where:

\[
\text{AFC} = \frac{\text{TFC}}{Q} \quad \text{and} \quad \text{AVC} = \frac{\text{TVC}}{Q}
\]

Figure 5.5b shows how values of AFC, AVC and ATC correspond to TFC, TVC and TC.

- **Average fixed costs** (AFCs) fall as output increases. At first, AFC falls rapidly. For example, with output doubling from 5 to 10 units, AFC per unit halves. At the higher levels of output the impact on AFC of an increase in output is less significant. This is illustrated in the shape of the AFC curve in Figure 5.5b. Although it is continually downward sloping, its slope becomes increasingly shallow at higher levels of outputs.

- **Average variable costs** (AVCs) first fall and then rise, as illustrated in Figure 5.5b. As the TVC curve was the inverse shape of the TP curve in Figure 5.4, AVC is the inverse of the AP curve. That is, as the average productivity of labour (AP) rises, then average labour costs (AVC) per unit of output must fall. When AP is maximised, AVC is at a minimum. As AP falls, AVC rises.

The relationship between TVC and AVC is shown in Figure 5.5. The slope of a ray to the TVC curve at any point represents the value of AVC. For example, at point x, \( \text{AVC} = \frac{\text{TVC}}{Q_2} \). The ray is tangential to the curve of this point and AVC is therefore at a minimum at output \( Q_2 \). A ray drawn to any other point of the TVC curve has a greater slope. AVC falls as we approach \( Q_2 \) and rises as we move away from \( Q_2 \). This is illustrated in the shape of AVC in Figure 5.5b.

- **Average total cost** (ATC) at each level of output is the sum of the corresponding values of AFC and AVC (i.e. \( \text{ATC} = \text{AFC} + \text{AVC} \)). ATC therefore lies vertically above AVC at a distance equal to AFC. As AFC falls at higher levels of output, AVC and ATC therefore come closer together.
Although ATC has the same general shape as AVC, it can be seen from Figure 5.5b to reach a minimum at a higher level of output. AVC is minimised at output \( Q_2 \), ATC is minimised at \( Q_3 \). The reason is that although AVC increases from \( Q_2 \) to \( Q_3 \), the rate of increase is outweighed by falling AFC. As a result, ATC continues to fall. At \( Q_3 \), the rate of increase in AVC is matched by the decline in AFC, and ATC therefore reaches a minimum. Beyond \( Q_3 \), ATC rises because AVC is increasing faster than AFC is falling.

The slope of a ray drawn to the TC curve at each point represents the value of ATC. At point \( y \), \( ATC = \frac{TC^*}{Q_3} \), and ATC is minimised as the ray is tangential to the curve. At all other points the ray has a greater slope.

### Marginal Cost (MC)

Marginal cost (MC) measures the change in total cost brought about by a one-unit change in production:

\[
MC = \frac{\Delta TC}{\Delta Q}
\]

The value of MC is determined by the degree of slope of the TC curve (see Figure 5.5). TC increases at a decreasing rate up to point \( a \) and MC therefore falls as additional units can be produced at less cost per unit. After point \( a \), TC increases at an increasing rate and MC increases. Additional units now cost increasingly more to produce.

From our previous analysis (see MP above), the value of MC can be approximated by measuring the slope of a tangent drawn to the TC curve at each point. MC is therefore minimised at point \( a \), the point of inflection of the TC curve, corresponding to an output of \( Q_1 \). As only variable costs change in the short run, a change in total costs is equivalent to a change in variable costs (i.e. as noted, TC and TVC in Figure 5.5a are vertically parallel). MC might therefore be estimated from either the TC or TVC curves. For example, at output \( Q_1 \) in Figure 5.5a, the slopes of tangents drawn to the TC curve (at point \( a \)) and to the TVC curve (at point \( b \)) are parallel. These are also the points of inflection of each curve; MC is therefore minimised.

Figure 5.5b shows the relationship between MC, AVC and ATC. If MC is less than AVC, then AVC must be falling. When MC equals AVC, then AVC is at a minimum, and once MC lies above AVC, then AVC must increase. The same relationship holds between MC and ATC. (Note: this is the same relationship between marginal and average values initially illustrated between average product (AP) and marginal product (MP).)

Although MC is defined as the additional cost of producing an extra unit, firms may have difficulty in making such estimates. For example, imagine estimating the cost of producing an extra ball bearing when thousands might be produced in a given shift. Therefore, in practice, we commonly talk of incremental increases in production and the corresponding ‘incremental increase in cost’. This requires estimating the additional production costs associated with producing an extra ‘batch’ of production, for example, an extra thousand ball bearings. Nevertheless, although we may distinguish between incremental cost and marginal cost, our basic marginal analysis remains in place.

### Short-run optimality

Figure 5.6 simplifies Figure 5.5b in showing only the MC and ATC curves. We may use this diagram to illustrate the concept of short-run efficiency.
Average total cost per unit is at a minimum in Figure 5.6 when the firm produce Q₃. This is achieved by combining an optimal combination of variable factors with our fixed factor or factors. This optimal level of output is often referred to as full or optimum capacity, i.e. the firm is producing at capacity. The firm can produce beyond capacity, yet in doing so uses a less than optimal combination of fixed and variable factors. The cost of moving beyond optimal output can be seen in terms of higher average costs of production. Similarly, producing less than Q₃ also proves less than fully efficient. The firm is now said to be producing with reserve capacity.

Firms may nevertheless plan to produce with a degree of reserve capacity to cater for variability in demand. Thus, if a lower division football club was planning a new stadium, it would be likely to specify a seating capacity in excess of current average attendance figures to cater for increased demand, particularly if it anticipated gaining promotion to a higher division. Manufacturers may similarly currently produce with spare capacity in anticipation of higher future levels of demand brought about by improving market conditions. Alternatively, the firm could cater for changing demand by stock inventory policy: building up or running down stock. Such a strategy can, however, be less efficient than the ability to adjust output.

Although possessing a degree of spare capacity may appear attractive, our analysis, as demonstrated in Figure 5.6, indicates that the cost of doing so is higher average costs of production than if producing at capacity. However, the basic U-shaped cost curves of traditional theory have consistently been questioned on empirical grounds as firms are often observed to be able to vary output over a given range of output at constant marginal cost, implying the short-run AVC curve to be ‘saucer-shaped’ over that range. This is illustrated in Figure 5.7.
Before considering Figure 5.7 it should be recalled that an important basic assumption of our original analysis was that all of the fixed factor was used in combination with the variable inputs (e.g. a single worker cultivating a large field or a relatively small number of workers operating a given production line). In such a case, the fixed factor is referred to as being indivisible. However, in many productive situations the fixed factor might be divisible. Thus a single agricultural worker could avoid the underutilisation of the fixed factor by only cultivating a portion of the available acreage and in so doing increase his/her productivity. Greater amounts of land only come under cultivation as the labour force increases. Diminishing marginal returns now only set in once the whole of the fixed factor is used.

Divisibility of the fixed factor can be observed in many productive situations. In a mail order business, for instance, a firm might employ one operative per telephone line linked to a computer terminal. Imagine there were ten such combinations, with each operative on average efficiently handling 50 calls per day. If business falls by 100 calls per day, management might lay off two employees and leave their telephones and computers idle. It would not be efficient to ask the remaining employees to cover those two telephone lines; instead, business would be transferred to the remaining eight lines. If business were to return to 500 calls a day, then two workers might be re-employed and the two capital units (telephones and computers) brought back into production. However, if demand increased beyond 500 calls, this might necessitate extending overtime for existing operatives. Or, although it would be difficult to employ more than one operative per telephone, the company might consider employing additional workers to cover the telephones when their operatives are taking breaks.

Figure 5.7 Saucer-shaped cost curves: **AVC and MC**
In the above example the divisibility of the fixed factor results in the proportion of fixed to variable factors remaining constant over a range from 50 to 500 calls. AVC and MC are therefore constant over that range of output.

Despite the simplicity of our mail order example, it nevertheless illustrates the possibility of fixed factor divisibility. In essence the firm plans to provide itself with a degree of reserve capacity to enhance flexible production. Such a situation is illustrated in Figure 5.7 where between Q₁ and Q₂ then AVC = MC. Over this range of output the firm is considered to have planned reserve capacity. Although the firm anticipates producing between Q₁ and Q₂, firms usually consider their normal capacity utilisation (or load factor) to be approximately two-thirds from Q₁ to Q₂ at output X in Figure 5.7.

The above reserve capacity is different in nature from that first referred to in Figure 5.6. In traditional theory, with inflexible fixed factors, the plant is designed to produce optimally at a single level of output and producing with excess capacity results in higher variable costs per unit produced.

Although divisibility of fixed factors can result in a horizontal section of the AVC curve, ATC continues to decline over this output range due to decreasing AFC. In other words, although certain units of the fixed factor may not be used when the firm produces at normal capacity utilisation, they nevertheless represent a cost to the firm. ATC still equals AFC + AVC, as illustrated in Figure 5.8. Note that MC intersects ATC at its lowest point, at an output to the right of Q₂.

Figure 5.8  Saucer-shaped cost curves: AFC, AVC, ATC and MC
Where the firm produces in excess of full capacity or normal capacity utilisation it may consider increasing its scale of operations. In the long run all factors become variable and the firm is able to change the scale of plant, for example, by moving to a new production site. Alternatively, a business might consider decreasing its scale of operations if consistently producing at less than full capacity.

If firms were able to continually change all their factor inputs they might avoid diminishing returns to the variable factor and constantly ensure minimum production costs. However, the constant adjustment of all factors is not feasible, as it typically takes time to finance, order and install additional fixed factors. Therefore, having adjusted its fixed factors, the firm is now in a new short-run situation and changes output by again employing more or less of the variable factors. As noted above, the long run in effect becomes a series of short-run situations and can be considered a planning period since it is in the long run that the business is able to plan a change in its scale of operations. Its decision to change the scale of production is clearly of importance, as it involves a significant further investment. If contemplating such an investment a firm should therefore be confident that current levels of demand will be maintained or the potential for higher future demand really exists.

Firms will also be aware that the scale of production can influence their average cost per unit produced. Changing the scale of production can also affect productive efficiency. There are three possibilities:

1. **Constant returns to scale** – output increases in the same proportion as the employment of inputs. Average cost of production remains unaltered so long as factor prices remain constant.

2. **Increasing returns to scale** – output increases at a greater rate than the employment of inputs. Average cost of production falls with constant factor prices.

3. **Decreasing returns to scale** – output increases at a slower rate than the employment of inputs. Average cost of production increases with constant factor prices.

When measuring returns to scale we assume (as above) that all factor inputs are changed in the same proportion, i.e. maintaining the ratio between factor inputs. In reality (as seen in Section 5.4), this might not be the case since at higher output levels new technologies might become possible, requiring a different ratio of factors. In our definition of returns to scale we will nevertheless maintain this assumption.

Each scale of plant is associated with a short-run cost curve. Changing the fixed factor allows a new scale of plant and a new short-run cost curve. The position of the new cost curve shows whether the firm is experiencing constant, increasing or decreasing returns to scale.

Figure 5.9 shows three short-run average cost curves, SRAC₁, SRAC₂ and SRAC₃, each successive curve denoting a larger scale of plant. These curves are of the ‘traditional’ type previously presented in Figure 5.6. As the scale of plant increases, the corresponding SRAC shifts downwards and to the right, indicating increasing returns to scale are being achieved.
If the firm wishes to produce output $Q_1$, then it could do so by:
- using SRAC$_1$ with an average cost per unit of $C_3$, and producing above capacity;
- using SRAC$_2$ with an average cost of $C_2$, and producing at optimum capacity; or
- using SRAC$_3$ with an average cost of $C_1$, and producing with excess capacity.

The envelope of the short-run curves denotes the long-run average cost curve (LRAC). In this case the long-run curve has a scalloped shape. Increased divisibility of the fixed factors would provide a larger number of short-run curves and the LRAC becomes smooth, as illustrated in Figure 5.10.

From Figure 5.10 we observe that as the firm increases the scale of output to $Q_1$ then increasing returns to scale (or economies of scale) are achieved. Beyond $Q_1$ we have decreasing returns to scale (or diseconomies of scale). At $Q_1$, scale economies are exhausted and long-run average costs of production are minimised. At this point the corresponding SRAC is at optimum capacity. With a smooth LRAC, any output less than $Q_1$ must correspond to a point on a SRAC with excess capacity, and beyond $Q_1$ to a point on a SRAC above capacity.

Figure 5.10 also shows the long-run marginal cost curve (LRMC) corresponding to the LRAC. This cuts the LRAC at its minimum point and has the same relationship to LRAC as a short-run MC to a corresponding SRAC. If the firm were to experience constant returns to scale over a given range of output (see Figure 5.11), LRAC and LRMC coincide.

If, in Figure 5.11, the firm produces at an output between $Q_1$ and $Q_2$, it is fully exploiting scale economies and producing optimally. Such optimality could therefore be achieved with a range of plant sizes. With a U-shaped LRAC (see Figure 5.10), there is a single optimal level of output and therefore a single optimal scale of plant. When producing at minimum LRAC the firm is said to be producing at minimum efficient scale (MES).
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Figure 5.10 The long-run average cost and long-run marginal cost curves

Figure 5.11 Decreasing, constant and increasing returns to scale
We may distinguish between various types and sources of scale economy, specifically:

- **Internal economies of scale** – economies internal to the firm resulting from a more efficient utilisation of resources. Can be pecuniary or non-pecuniary (see below).
- **Non-pecuniary economies** or **technical economies** or **real economies** – economies brought about by a proportional reduction in the physical quantity of factor inputs relative to output.
- **Pecuniary economies to scale** – usually achieved at the firm level, referring to the effect of size on the price paid for factor inputs.
- **External economies of scale** – economies brought about by the growth or concentration of the industry.

The source and type of scale economy is exceedingly wide. Outlined below are some of the main features.

### 5.8.1 Non-pecuniary economies or ‘technical economies’ or ‘real economies’

**Specialisation and ‘flexible manufacturing’**

At higher levels of output the firm can employ more specialised factors of production, both labour and capital. The advantages of such specialisation are well known and were analysed by Adam Smith as long ago as the eighteenth century, when he outlined the advantages of the ‘division of labour’ in the manufacture of pins. Specifically, with each worker undertaking just one of the tasks involved in production, productivity was enhanced. Workers did not need to move between tasks, repetition of a task improved performance, and management could allocate tasks relative to the inherent skills of individual workers. This same principle can be seen in modern production line technologies. Similar advantages are also found in the division of managerial tasks. For example, as a small firm expands, the owner/manager, who initially might undertake a general management function encompassing finance, production, marketing and personnel, is now able to employ specialists with specific management skills. The owner can now concentrate on that function, perhaps production design, where his/her comparative productivity is greatest.

The same advantages of specialisation can be seen in the employment of capital. Specialised capital equipment might only be economically justified at high volumes of output. For example, a small manufacturer might have to utilise a single average-sized forklift truck which might be too large for certain tasks and too small for others. The firm could not justify the purchase of a range of trucks with differing capacities and capabilities as they would not be sufficiently utilised. However, a larger concern could justify such a purchase.

The epitome of capital specialisation is seen in production line technologies utilising highly specialised capital equipment dedicated to individual productive tasks. There can, however, be disadvantages in capital becoming too specialised as this might not allow the firm sufficient flexibility in production to cater for changing market demands. In fact, rather than producing large volumes of a standardised product, the firm may seek the ability to produce a variety of output, each batch of output possessing particular charac-
teristics appealing to different consumer groups. For example, a car manufacturer will seek to use the same plant and equipment to produce various models of a particular car, including estates, hatchbacks, coupés, and cars with or without sunroofs and in different colours, with a variety of engine sizes. Similarly, a firm producing electric elements for kettles will seek to use the same equipment to produce elements for deep-fat fryers, etc. To achieve productive flexibility the firm requires flexible capital that can be adapted to producing a range of commodities: capital becomes less ‘dedicated’ to a single product. This may also allow firms to avoid the cost of using capital below capacity since the same capital may be switched to producing a different product. It should be noted that flexible production methods also require a flexible, multiskilled workforce and there can be disadvantages in labour becoming over-specialised in so far as the possession of single skills might not lend itself to adaptability in production.

When firms achieve flexible production they are said to be benefiting from economies of scope. The firm now produces a range of output at volume rather than producing a single type of output at volume. The concept of economies of scale is therefore still relevant within flexible production.

Large initial outlays on individual projects

Modern mechanised production techniques are typically highly capital intensive, involving significant initial capital investment. Using such technologies at relatively low levels of output can be relatively expensive, for whilst variable costs might be low, they would be offset by high average fixed costs. Such specialised equipment only really becomes profitable when working at full capacity (see also the key concept, ‘Balanced production’ and ‘indivisibilities’, referred to below).

Expenditure on research and development can be considered a fixed cost and can represent a considerable investment, as with the large sums involved in developing a new car engine or other car components, or the cost of developing and testing a new pharmaceutical drug prior to commercial launch. The firm may therefore need to subsequently sell relatively large volumes to achieve an acceptably low research and development cost per unit. Advertising may also generally be considered a fixed cost and to be effective on a national basis may involve considerable outlay. Again, to justify such expenditure, the firm must sell relatively large volumes.

Increased dimensions

The basis of this principle can be best illustrated through a simple example, as follows.

Imagine an open-topped water tank 2 metres square made of a given thickness of galvanised metal. If the cost of the tank were seen purely in terms of its constituent materials, then cost would be represented by the cost of 20 square metres of galvanised metal (i.e. five sides multiplied by 4 square metres). However, the productivity of the tank should be seen in terms of its cubic capacity, 8 cubic metres (i.e. 2 metres cubed).

If we increase the size of the tank to 4 metres square, then material cost rises to 80 square metres (a fourfold cost increase), yet cubic capacity rises to 64 cubic metres (an eightfold increase in productivity). The material in the large tank compared to the smaller therefore halves from 2.5 to 1.25 square metres of galvanised metal per cubic unit of capacity. So long as the large tank uses the same thickness of material, and construction costs are not dissimilar with large tanks, the relationship between surface area and volume represents a clear saving.
The same economies of increased dimension can be seen in transport (e.g. the advantage of large oil tankers, juggernaut lorries, etc). It also helps to explain how heat loss is less per unit of capacity in larger buildings, as such a loss takes place through the outside walls. By the same principle, in a harsh winter small birds are more likely to die than larger birds as their heat loss per unit of body volume is greater. The principle of economies via increased dimension can be a significant source of scale economy.

Key concept: ‘Balanced production’ and ‘indivisibilities’

Process-based industries typically involve inputs going through discrete stages of production where at each stage the firm may employ specialised machinery with differing capacities. Indivisibilities might then exist in the machinery at each stage, for although you could duplicate production by purchasing additional machines, it is not efficient to run machines at less than full capacity. To promote efficiency, the firm would then be concerned to promote balanced production.

For instance, assume a production process with three stages, each using different technologies such that:

<table>
<thead>
<tr>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Stage 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Machine units per hour</td>
<td>10</td>
<td>20</td>
</tr>
</tbody>
</table>

‘Balanced production’ could then be achieved by using machines in the following ratio:

<table>
<thead>
<tr>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Stage 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratio of machines for balanced production</td>
<td>6</td>
<td>3</td>
</tr>
</tbody>
</table>

Balance could therefore be achieved at 60, 120 or 180, etc. units per hour. Producing other levels of output results in idle capacity. Efficient production therefore requires a certain scale of production.

Reserve capacity economies

Machinery breakdown is disruptive and the firm may keep machinery in reserve to substitute for others if they break down or require servicing. If the firm employs only one machine at each stage of production this may necessitate holding another in reserve. However, given some knowledge of the probability of machine breakdown, the firm should be able to proportionally reduce the number of reserve machines as the number of machines in use increases. For example, six active machines might still warrant only one in reserve.

To cater for unforeseen demand firms also hold stock (inventories) of materials and finished products. However, as with machines held in reserve, it is generally found that although the necessity to do so increases with the size of the firm, it does so in decreasing proportion to the increase in output, since positive and negative ‘random changes’ in consumer demand tend to be ‘smoothed out’ or increasingly ‘balanced’ as the number of
consumers increases, in effect allowing the firm to hold proportionally lower stocks. Thus, if a newsagent sells an average of only four copies each week of *The Economist*, he/she might consider holding a further copy in reserve for an unexpected purchase. However, with weekly sales of 20 this might only require a reserve of two copies, not five.

### 5.8.2 Pecuniary economies to scale

When deriving the LRAC we traditionally assume that factor prices and technology remain constant. A downward-sloping LRAC is therefore due to output increasing faster than the proportionate increase in inputs (i.e. due to ‘technical’ or ‘real economies’ as outlined above). A change in factor prices or technology therefore shifts the entire LRAC. Further, a change in relative factor prices should result in factor substitution (e.g. an increase in the price of labour relative to capital should encourage a substitution of capital for labour).

There are various sources of pecuniary economy, including the following:

**Bulk buying of inputs**

Larger firms can obtain discounts when purchasing large volumes of inputs: an example is the purchasing power exerted by the large supermarkets.

**External finance**

Large firms can provide greater security and typically obtain finance at lower rates of interest and on more favourable terms. They are also likely to be public companies and have access to relatively cheaper sources of finance via the equity market. Further, when raising capital through a share issue, the fixed administrative costs of doing so decrease proportionally the greater the size of the share issue.

**Sales and distribution**

Firms advertising on a large scale can negotiate lower advertising rates. Large firms may also be able to negotiate preferential haulage rates from distribution companies or set up their own distribution network.

---

### Mini case

**Cost saving by ‘txt’ writing**

Companies are always looking at ways to save costs and increase productivity. Improving the speed and ease of communication can certainly prove advantageous.

In the above context, on 7 March 2004, the *Observer* reported that one of the UK’s biggest businesses, British Gas, believes that by encouraging its staff to use text – or txt as it is known to aficionados – this will save the company thousands of pounds a year. Accordingly, 10,000 employees in the company’s nine call centres across the UK are being taught to send internal memos and emails using the language of text messages rather than by more time-consuming longhand.

British Gas has produced its own glossary – called TXT M8 – of text message abbreviations for staff, including:

- NRN – No reply necessary
- IMTNG – In meeting
5.8.3 External economies of scale

Whereas economies referred to so far relate to the internal workings of the firm, external economies appear at the industry level. They are a function of the size of the industry and are available to all firms within that industry, most commonly where the industry is geographically concentrated. Such economies could include the following:

Labour supply
Regional training centres might be set up and local traditions and culture can encourage and develop relevant skills. In a textile-producing area, for example, local colleges may supply relevant training programmes and family ties and connections encourage generations of workers to seek work in the local industry.

Suppliers
Component suppliers, consultancy firms, specialised financial services, haulage firms, etc. are likely to locate in the close vicinity. Such proximity, and the specialised services provided, can prove advantageous.

Social infrastructure
Governments and local authorities often encourage firms to relocate geographically by providing favourable social infrastructure such as good transport links. Other examples of social infrastructure include housing, schools and training facilities. The lack of adequate infrastructure can involve the firm in additional cost.

5.9 Learning effects

Whereas scale economy refers to the influence of a firm’s size upon unit costs of production, it is also found that firms can achieve benefits from accumulated productive experience. In effect, learning by doing may lead the firm to introduce more efficient productive and managerial methods or change product design and benefit from fewer and cheaper components. The workforce can also become more efficient through its experience of the productive process.
Figure 5.12 illustrates the general principle, with the horizontal axis measuring accumulated output rather than a given volume of output. The firm achieves learning economies as it accumulates output over time.

Figure 5.12  The learning curve, falling average cost as a function of cumulative output

5.10  Scale diseconomies and ‘minimum efficient size’

Figure 5.10 (earlier) indicated decreasing returns to scale at levels of output beyond Q₁. It could be argued that there is no inherent reason why firms must experience such diseconomies, as technical scale economies could continue so long as the firm is able to employ more of all resources. However, the prime causes of scale diseconomy are said to be problems encountered in efficiently managing large organisations. Some of the concerns previously noted and addressed in a smaller firm might now go unnoticed or be only partially solved in a larger firm. Or the management structure might become overly bureaucratic, preventing swift and efficient decision making: in effect, too much ‘red tape’. It is even possible that with the additional management layers needed to organise an increasingly large and diverse workforce, some staff might start to pursue their own objectives rather than promoting the firm’s efficiency and profitability. The issue of managerial objectives will be addressed in Chapter 6.

Pecuniary diseconomies and external diseconomies of scale might also emerge. For example, specific factors of production might become in short supply and, as a result, instead of benefiting from economies of bulk purchase, the firm now starts to experience increasing factor prices. The industry might also become so concentrated in a given area that additional congestion costs are incurred.
It is management’s responsibility to avoid scale diseconomy and continually strive for cost efficiency. This may necessitate the introduction of new management practice to counter managerial diseconomy. The emergence of external diseconomies might prompt geographical relocation. Such relocation could also help minimise transportation costs where the firm is producing bulky products and could also help avoid the effect of international trade barriers or quotas (e.g. Japanese car producers setting up in the UK). If scale diseconomies are unavoidable, the firm might consider replicating the plant in another location. The opportunities for cost savings via relocation are discussed in the next mini case.

Even where scale diseconomies emerge, they might still be countered by continuing scale economies from another source and the LRAC could remain downward sloping over all feasible levels of production. However, as production costs must remain positive, the slope of the LRAC will level out.

**Mini case**

**Cost saving via relocation?**

Dyson, the domestic appliance maker, has achieved significantly higher profitability since deciding to shift production of its innovative bagless vacuum cleaner from the UK to Malaysia in 2002. Profits in 2003 were estimated to be £40 million, compared to £18 million in 2002 and £17 million in 2001.

James Dyson, the founder-owner of the company, claimed to have taken the decision to shift production to Malaysia primarily because of soaring manufacturing costs in Britain. Indeed, direct labour costs were quoted as having doubled in ten years, largely due to the need to pay high wages in its Wiltshire plant, an area of virtually zero unemployment in recent years. In contrast, labour costs in Malaysia are significantly lower, and labour, as in many other overseas locations, is generally less unionised. A further rationale for relocation was the prospect of being closer to suppliers and new markets, particularly Australia and New Zealand, where Dyson was the best-selling vacuum cleaner in 2002.

Although production has shifted to Malaysia, the UK site still employed around 1300 employees in November 2003, predominantly engineers, scientists and managers. Indeed, Dyson predicts that increased worldwide sales, particularly in the USA and Far East markets, will result in even higher UK employment in those specialist areas, with expenditure on research and development increasing by over 50 per cent in 2003 compared to the previous year. It is in such relatively skilled areas of employment, with high ‘value added’, that the UK has a net advantage. In contrast, with relatively standardised production line technologies, Malaysian workers, with their lower rates of pay, provide clear cost savings.

Dyson’s decision to shift production overseas was initially unpopular since it caused the loss of hundreds of manufacturing jobs in the UK. Nevertheless, in November 2003, he was quoted as stating, ‘We are a much more flourishing company now because of what we did, and it’s doubtful if we could have survived in the long term if we had not done so.’

Moving production to take advantage of cheaper factor costs clearly makes economic sense, and Dyson is just one example of many companies who have done so. Waterford-Wedgwood, Black & Decker, and Dr Martens (the iconic producers of British boots, previously based in Northampton) are other examples.
Whilst moves such as these can affect a country’s manufacturing base, there remain instances of continued investment in countries such as the UK. For example, on 17 March 2004, the *Guardian* reported on a £60 million investment programme in Britain by Merloni Elettrodomestic, one of Europe’s biggest white goods manufacturers, based in Italy. According to the company’s Chief Executive, the UK was an attractive location despite the fact that its wage costs were higher than countries such as Poland and Turkey. He noted that the UK had relatively good rates of productivity and favourable market aspects. There were other considerations, too, such as the cost of transportation and the availability of components and raw materials. That said, it is still the case that the benefits of cheap, inexhaustible and mostly non-unionised labour attract many firms to relocate to countries such as Malaysia and China.

The firm would ideally wish to fully exploit scale economies and produce at minimum efficient scale (MES). In so doing it has a cost advantage over competitors failing to reach this output. The degree of disadvantage suffered by competitors depends upon the slope of the LRAC prior to MES, as illustrated in Figure 5.13.

Figure 5.13 shows two LRACs. Although both have the same MES, the gradient of their respective LRACs differs over other outputs. LRAC$_1$ shows a situation where economies and diseconomies of scale are less significant compared to LRAC$_2$. If a firm were producing Q* at one half of MES it would suffer a cost disadvantage compared to a rival producing at MES. However, the cost disadvantage on LRAC$_1$ is less than with LRAC$_2$. The size of MES relative to total market demand determines the number of

![Figure 5.13 Minimum efficient size (MES) and cost advantage](image-url)
firms that can fully efficiently produce within a given market. If scale economies are relatively significant and market demand relatively low, then no or few firms might reach MES. Alternatively, with a ‘low’ MES and high market demand, a large number of firms might produce optimally.

Table 5.4 shows estimates of MES as a percentage of output in the UK and European Union (EU) and the cost penalties if producing at less than MES across a range of industries. C. F. Pratten collated these estimates in the 1980s from engineering studies of long-run costs where expected costs at differing outputs were estimated by production engineers assuming current technology and current factor prices.2

<table>
<thead>
<tr>
<th>Industry</th>
<th>MES as % of output UK</th>
<th>MES as % of output EU</th>
<th>% increase in costs at one-third MES*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Refrigerators</td>
<td>85</td>
<td>11</td>
<td>6.5</td>
</tr>
<tr>
<td>Integrated steel plants</td>
<td>72</td>
<td>9.8</td>
<td>10</td>
</tr>
<tr>
<td>Washing machines</td>
<td>57</td>
<td>10</td>
<td>7.5</td>
</tr>
<tr>
<td>Televisions</td>
<td>40</td>
<td>9</td>
<td>15</td>
</tr>
<tr>
<td>Cigarettes</td>
<td>24</td>
<td>6</td>
<td>2.2</td>
</tr>
<tr>
<td>Petrochemicals</td>
<td>23</td>
<td>2.8</td>
<td>19</td>
</tr>
<tr>
<td>Ball bearings</td>
<td>20</td>
<td>2</td>
<td>8 to 10</td>
</tr>
<tr>
<td>Tyres</td>
<td>17</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Oil refining</td>
<td>14</td>
<td>2.6</td>
<td>4</td>
</tr>
<tr>
<td>Beer</td>
<td>12</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Cement</td>
<td>10</td>
<td>1</td>
<td>26</td>
</tr>
<tr>
<td>Paint</td>
<td>7</td>
<td>2</td>
<td>4.4</td>
</tr>
<tr>
<td>Glass bottles</td>
<td>5</td>
<td>0.5</td>
<td>11</td>
</tr>
<tr>
<td>Nylon and acrylic</td>
<td>4</td>
<td>1</td>
<td>9.5 to 12</td>
</tr>
<tr>
<td>Cylinder blocks</td>
<td>3</td>
<td>0.3</td>
<td>10</td>
</tr>
<tr>
<td>Bricks</td>
<td>1</td>
<td>0.2</td>
<td>25</td>
</tr>
</tbody>
</table>

*The final column shows the cost penalty suffered by a plant if producing at one-third of MES with the exception that for bricks, nylon and acrylic, cylinder blocks and tyres the cost penalty is at 50 per cent MES.


The value of MES as a percentage of output in either the UK or EU markets depends upon the absolute significance of MES in a given plant and the level of output in either market. MES as a proportion of domestic output in certain industries is relatively small. For example, the figure for glass bottle production in the UK is only 5 per cent, indicating the possibility of 20 fully efficient UK plants and a corresponding EU figure of 200. In other areas the percentage figure is relatively high suggesting only a small number of plants would be able to survive in each industry.

The third column shows the cost penalties incurred if producing below MES. As indicated in Figure 5.13 this depends upon the gradient of the cost curve at outputs below MES. The figures in our table show how the cost disadvantage at a third of MES varies
from 26 per cent in cement production to only 2.2 per cent with cigarettes. Small plants in many areas do not therefore suffer severe cost disadvantages. Nevertheless, it is generally found that economies of scale are usually most significant in areas associated with a significant technological input and growing demand: for example, transport equipment, chemicals, machinery and instrument manufacture (office machines, etc.), and the paper and printing sectors. In contrast, those sectors with limited scale economies are typically associated with a lower technological input and less buoyant demand: for example, clothing, food, drink and tobacco, timber and leather goods.

Empirical study suggests the long-run average cost curve is generally L-shaped rather than U-shaped. Where this is the case, the firm suffers no cost disadvantage in producing outputs beyond minimum MES.

**Key concept: X-inefficiency**

Although firms may produce at levels other than MES, we nevertheless assume they are producing efficiently and achieve minimum production cost per unit at that level of output. That is, they are producing at a point on the relevant average total cost curve. It is possible, however, that the firm might not be fully efficient and therefore be incurring additional costs. In short, costs might be higher at a specific level of output than they need be. Such a situation is illustrated in Figure 5.14.

**Figure 5.14 X-inefficiency**

Imagine three firms, A, B and C, producing respectively at points a, b and c on Figure 5.14. Firm A is producing at MES and has a clear cost advantage over both B
At first glance it appears reasonable to assume that firms seek maximum profit. In this section we identify how a firm might achieve this ambition. In Chapter 6, the validity of the assumption will be discussed, and alternative goals of the firm put forward.

In Chapter 3 we analysed consumer demand. The demand curve showed that to sell more output, other things being equal (i.e. *ceteris paribus*), price must fall. Total revenue then rises or falls relative to the value of price elasticity. The demand curve therefore specifies the price, total revenue and marginal revenue associated with each level of output. In this chapter we have seen how those same levels of output are associated with values of cost.

Therefore, given that:

\[
\text{Profit} = \text{Revenue} - \text{Cost}
\]

then the firm should be able to identify values of revenue and cost associated with each level of output and in so doing identify a profit-maximising position.

Figure 5.15a shows a total revenue and total cost curve for a given product. The demand curve (AR curve) and marginal revenue curve in Figure 5.15b correspond to the total revenue curve in Figure 5.15a. The total cost curve in Figure 5.15a is of a traditional shape, as analysed earlier in this chapter. The corresponding average total and marginal cost curves are presented in Figure 5.15b.

Look at Figure 5.15a. With output from zero to Q₁, then total cost (TC) exceeds total revenue (TR) and the firm makes a loss. At zero output, the loss is equal to the distance Oa, representing fixed cost. At Q₁ and Q₄, TC equals TR and the firm breaks even. (We discuss below the implication of a firm 'breaking even'.) Between Q₁ and Q₄, TR exceeds TC and the firm earns a profit. Beyond Q₄, the firm makes a loss. Figure 5.15a includes a
Figure 5.15 Revenue and cost functions, profit maximisation
**profit function** showing the level of profit or loss at different levels of output. At Q₂, TC and TR are furthest apart and profit is maximised. Although TR continues to increase up to Q₃, TC increases at an even greater rate and profit falls.

The above relationships are also shown in Figure 5.15b. For example, when TC equalled TR at Q₁ and Q₂ in Figure 5.15a, then average cost (AC) equals average revenue (AR), equals price in Figure 5.15b. In Figure 5.15b, at a price P₁, AR and AC are furthest apart, Q₃ units are sold and profit is maximised. Total profit is equal to the area efgh, representing the number of units sold multiplied by the difference between the price per unit sold and the average cost of producing each of those units.

At Q₂ in Figure 5.15b, marginal cost (MC) equals marginal revenue (MR), the implication being that, in maximising profit, the firm produces to the point where the revenue gained from selling the last unit (MR) is equal to the additional cost of producing that unit (MC). For units less than Q₂, MR exceeds MC and selling further units could increase profits. For units beyond Q₂, MC exceeds MR and a loss is made on those additional units. It therefore makes sense to decrease output to Q₂.

The profit maximising condition of equating MC to MR can also be seen in Figure 5.15a in that at Q₂, the slope of a tangent drawn to the TR function at point b (representing the value of MR as noted in Chapter 3) is parallel to a tangent drawn to the TC function at point c, representing MC. Where the corresponding tangents are parallel, then TC and TR are furthest apart. That is, MC equals MR at Q₂.

---

**Mini case**

‘Factories cash in on strong sterling’

The above appeared as the title to a newspaper article in the business section of the *Guardian*, 9 March 2004. The article examined how UK manufacturers were using sterling’s increasing strength on the foreign exchange markets to rebuild profit margins. In March 2004, the pound had reached an 11-year high against the US dollar.

An advantage to UK manufacturers of the rising value of the pound against other currencies is that the sterling price of imported raw materials and other components falls. For example, with an exchange rate of £1 to $2, a UK manufacturer spends £1 to buy a $2 US component. If sterling were to dramatically rise to £1 to $4, that same component could be purchased for only 50p. Rising exchange rates therefore bring about a cost saving and the opportunity for increased profitability.

However, the downside of rising exchange rates is that finished foreign imports also become cheaper, competing with UK goods in the domestic market. In comparison, the price of UK goods priced in foreign currencies rises, making our goods less competitive abroad. (See Chapter 10 for a full explanation of the influence of changing exchange rates.)

As sterling rose in value, the Office for National Statistics recorded a fall in input prices of 1.8 per cent over the 12 months to February 2004. If demand conditions and other costs were to stay the same, economic analysis would now predict a general fall in prices. Specifically, the marginal cost curve falls to the right (imagine this via Figure 5.15b), and the profit maximising firm equates marginal cost to marginal revenue at a new point further down the marginal revenue curve. Price therefore falls, and some of the cost saving passes to the consumer via a lower price. The firm benefits through increased profits.
Economic analysis predicts that the degree to which the above cost saving is shared between consumer and producer depends upon the price elasticity of demand. The lower the price elasticity of demand, the less the decrease in price, and the greater the benefit to the producer via increased profits. With higher price elasticity, the benefit falls more in proportion to the consumer via even lower prices. This relationship between movements in marginal cost, price changes and price elasticity can be illustrated by considering a firm with a highly inelastic market demand experiencing an increase in marginal cost. In such a situation, the firm finds it relatively easy to pass most of the additional cost on to the consumer, and thereby sacrifices relatively little profit.

Despite our analysis, the above 1.8 per cent fall in manufacturers’ input prices actually resulted in a general price increase!! As noted in the original article, ‘Manufacturers have failed to pass on the benefits to their customers… factory gate prices rose by 0.2 per cent over the month, according to the Office for National Statistics.’

The reasons for the above price increases could be various. For example, a possible and likely scenario would be that manufacturers were now taking advantage of improved market conditions, allowing prices to rise despite falling costs. This could be illustrated in Figure 5.15b by the demand curve simultaneously shifting to the right. It is possible that firms might previously have experienced increased costs, yet due to poor trading conditions at that time felt unable to pass those higher costs on to the consumer. Now, however, despite falling costs, they were taking the opportunity to rebuild profit margins. Our understanding of economic analysis provides an excellent vehicle to our understanding of such situations.

Profit and opportunity cost

Although in equating TR to TC (i.e. ‘breaking even’) the firm makes zero profit, the economist refers to this as a situation of normal profit. The reason for so doing is that the economist uses a principle of opportunity cost in assigning cost to factor inputs, where opportunity cost represents the value of a resource in its best alternative use. For example, if working for your own company, the real cost of doing so should be seen in terms of the money you could earn in your most profitable alternative occupation. Similarly, the real cost of employing capital should include the sum that capital could earn in an alternative investment of similar risk.

In essence, full economic cost includes the opportunity cost of all factors including capital. Therefore, when TR equals TC, the firm earns the same return on capital that could have been made in a similar investment. It is in this sense that we refer to the firm as making ‘normal profit’, where ‘normal profit’ represents just sufficient return to compensate for risk and make it worthwhile continuing in that line of business. A variation in the degree of risk or the return available in an alternative investment changes the value of ‘normal profit’.

If TR exceeds TC, for example at Q2 in Figure 5.15a, the firm makes abnormal or super-normal profit. Abnormal profit implies a return in excess of that achievable when using those resources in the best alternative investment. In defining cost in terms of opportunity cost, then situations that might be judged profitable in pure monetary flows might now be seen as unprofitable if revenue earned fails to cover all opportunity costs. An allowance for ‘normal’ profit must be included as a component of economic cost.
The firm’s shut-down price

So long as the firm makes at least normal profit, it is worthwhile staying in business. If making less than normal profit – a lower return than achievable in an alternative investment – the firm should close down. However, closing down cannot be undertaken immediately and in the short run the firm may continue production so long as revenue earned helps pay the burden of fixed costs. In the meantime the firm should plan its closure and in the long run leave the industry.

In the short-run period we can identify a shut-down price, representing the minimum price at which the firm continues to produce despite making a loss. This is illustrated in Figure 5.16.

For simplicity of exposition we assume in Figure 5.16 the firm to be faced with a perfectly elastic demand curve. (We will see in Chapter 7 that this corresponds to a firm in perfect competition, where each firm has no individual control over price and is assumed to take the market price.) With a perfectly elastic demand curve the firm can sell extra units without lowering price. The demand curve (average revenue curve) is therefore also a marginal revenue curve, as selling an extra unit increases total revenue at a constant rate equal to price. Figure 5.16 shows a series of such demand curves and also includes a short-run average total cost curve (SRAC), a variable cost curve (SRAVC) and a corresponding marginal cost curve (SRMC).

With demand curve D₅, and a price of P₅, the firm equates MC to MR and sells Q₅. At Q₅, average revenue (equals price) is greater than average total cost (ATC) and the firm earns abnormal profit. If demand falls and the demand curve shifts downwards to D₄, then, with a price of P₄, the firm again equates MC to MR and decreases output to Q₄.

Figure 5.16 The shut-down position (short run)
ATC now equals average revenue and the firm makes normal profit. Imagine the demand falls again to \( D_2 \) and a price of \( P_2 \). Equating \( MC \) to \( MR \) results in \( Q_2 \) and average revenue now equals \( AVC \), with total revenue (\( P_2 \) multiplied by \( Q_2 \)) just sufficient to cover total variable costs (\( AVC \) multiplied by \( Q_2 \)). As total cost (\( TC \)) equals total variable cost (\( TVC \)) plus total fixed cost (\( TFC \)), the firm makes a loss equal to \( TFC \). Revenue is now only sufficient to cover variable costs.

As we assume the firm remains in the industry, in the short run it is faced with one of two choices: to produce and make either a profit or loss, or not produce and incur a loss equal to fixed costs. We can now see from Figure 5.16 that with demand curve \( D_2 \), a price of \( P_2 \) and an output of \( Q_2 \), the firm is indifferent to producing or not producing as in either case the firm makes a loss equal to fixed costs. However, if price fell below \( P_2 \), for example to \( P_1 \) and an output of \( Q_1 \), average revenue is now less than \( AVC \) and revenue from sales does not even cover variable costs. Losses would be in excess of fixed costs if the firm were to produce. It is therefore better to cease production and incur a loss of only fixed costs.

\( P_2 \) is therefore defined as the shut-down price. This is the minimum price the firm would accept to produce in the short run. If price fell below \( P_2 \), the firm should cease production in the short run and incur a loss equal to fixed cost. With price between \( P_2 \) and \( P_4 \), for example at \( P_3 \) with the demand curve \( D_3 \) in Figure 5.16, then although the firm makes a loss, the revenue earned more than pays the burden of fixed costs (i.e. \( TR \) is greater than \( TVC \)). However, with prices below \( P_4 \), the firm makes less than normal profit and would cease production and leave the industry in the long run. The above relationships are summarised in Table 5.5.

### Table 5.5 The short-run production decision

<table>
<thead>
<tr>
<th>Relationship of price (AR) to cost</th>
<th>‘Short-run’ and ‘long-run’ production decision</th>
<th>Level of profit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price (AR) &gt; ATC</td>
<td>● continue production in the short run and long run</td>
<td>profit &gt; ‘normal’</td>
</tr>
<tr>
<td>Price (AR) = ATC</td>
<td>● continue production in the short run and long run</td>
<td>profit = ‘normal’</td>
</tr>
<tr>
<td>Price (AR) &gt; AVC &lt; ATC</td>
<td>● continue production in the short run</td>
<td>profit &lt; ‘normal’ (losses equal to fixed costs)</td>
</tr>
<tr>
<td></td>
<td>● leave industry in the long run</td>
<td></td>
</tr>
<tr>
<td>Price (AR) = AVC</td>
<td>● make a loss equal to fixed costs whether producing or not</td>
<td>profit &lt; ‘normal’ (losses equal to fixed costs)</td>
</tr>
<tr>
<td></td>
<td>● leave industry in the long run</td>
<td></td>
</tr>
<tr>
<td>Price (AR) &lt; AVC</td>
<td>● stop production in the short run</td>
<td>profit &lt; ‘normal’ (if the firm produces in the short run, losses are greater than fixed costs. Therefore, cease to produce.)</td>
</tr>
<tr>
<td></td>
<td>● leave industry in the long run</td>
<td></td>
</tr>
</tbody>
</table>

In Section 5.2 we introduced the supply curve, showing how many units the firm supplies at different prices. From Figure 5.16 we may identify the short-run supply curve for a firm in perfect competition as the marginal cost curve above the point where price (AR) equals the minimum point of \( AVC \) (i.e. as price rises the firm equates \( MC \) to \( MR \) and supplies the corresponding output). The industry supply curve would be the summation of the marginal cost curves of all the firms in the industry.
5.12 Conclusion

Our analysis of production in both the short and long run is clearly of great importance to our analysis and understanding of the firm. The effect of size upon the costs of production also has significant implications as regards the number of firms that may produce efficiently within a given industry. Nevertheless, this does not imply that large firms always have a productive advantage, as either scale economies might prove to be relatively insignificant in many industries, or large firms might become less efficient and bureaucratic with excessive size. It is, of course, the responsibility of management to promote efficiency in production and provide appropriate managerial organisation.

Our analysis of the conditions for profit maximisation is of particular importance to our understanding of the firm. In understanding the conditions and variables that determine the generation of revenue and the incurring of cost, we can achieve a real understanding of the factors influencing the viability of the firm.

Case study

Returning a loss-making firm to profit

In this case study we use the profit-maximising model developed in the chapter to analyse options available to a loss-making firm. Imagine the following scenario.

Baldwin’s Fashions is a small hosiery firm based in Manchester producing a range of ladies’ underwear. (For the purpose of our case study we assume it produces a single garment, a specifically designed pair of cotton briefs.) Although in previous years the business has consistently made a profit, it now finds that with current plant and market demand it is making a loss at all conceivable levels of output and ranges of price. Previous work studies have shown the workforce to be fully efficient and the capital used to be of the latest design, incorporating the most modern technology and fully appropriate to the current range of output. Figure 5.17 shows the total cost and total revenue curves associated with the above garment.

The firm is considering closing down. What advice could you give the management to help them regain profit and remain in the industry? Use Figure 5.17 and the basic model developed in this chapter to illustrate your advice.

The current loss-making situation is illustrated in Figure 5.17. (This diagram is adapted from Figure 5.15a earlier in this chapter.)

In Figure 5.17, the total cost (TC) curve lies above the total revenue (TR) curve at all levels of output. To minimise losses, the firm should produce $Q_1$ where the difference between TC and TR is minimised. Marginal cost (MC) equals marginal revenue (MR) at this output as a tangent drawn to the TC curve (representing the value of MC) has the same slope as a tangent drawn to the TR curve (representing MR). The price required to sell $Q_1$ (i.e. $P_1$) is represented by the slope of the ray drawn from the origin to that point on the TR curve. Although the firm makes a loss at $Q_1$ (the profit function is below the horizontal axis), losses are greater at all other levels of output. In the short run, the firm has the option of ceasing production, incurring a loss equal to total fixed cost (TFC). However, in selling $Q_1$, the revenue generated more than covers total variable cost (TVC) and therefore helps pay some of the burden of fixed cost.
The initial advice to the firm is therefore to set a price and output to minimise losses. Having done so, any temptation to then increase price (which at face value might appear to many observers a possible solution to a loss-making situation) only makes the situation worse, as would seeking a solution through lowering price to generate more sales.

It does not make sense to remain in business in the long run unless making at least normal profit. To remain in business we must now put forward policies to regain profit. Figure 5.17 would suggest that a solution could be sought in one of the following ways:

**Decreasing variable costs**

Decreasing variable costs (and therefore MC) will pivot the TC curve downwards until it intersects the TR curve (see Figure 5.18). Decreasing variable costs might be achieved in a variety of ways. For example:
Persuading the workforce to accept a lower hourly wage rate. The workers might be willing to consider lower remuneration if the alternative is the threat of the firm’s closure.

Changing suppliers and obtaining the cotton material at lower cost. (The firm might consider using a cheaper and lower-quality material, although this might adversely affect consumer preference for the good and cause the TR curve to shift downwards.)

Although we assumed the workers to be working fully efficiently, if we could increase their productivity, the TC curve would pivot downwards. Perhaps they might work harder if the method of payment changed from a ‘flat rate’, independent of an individual’s productivity, to a ‘piece rate’ whereby individuals were rewarded relative to their own productivity.

Redesigning the good in such a way that does not alter its physical appearance yet makes construction easier. For example, perhaps the garment currently requires sewing together five separate components. If this could be decreased to four components, then more garments could be sewn together in a given time period.
Can you suggest other ways of decreasing variable cost?

The successful implementation of one of the above strategies is illustrated in Figure 5.18. The total cost curve shifts from $TC_1$ to $TC_2$, the profit function moves upwards and profits are now maximized at an increased output of $Q_2$ and the lower price of $P_2$. A share of the cost saving is passed on to the consumer via the lower price, the producer benefiting through increased profit. The degree to which the cost saving is shared between producer and consumer depends upon the price elasticity of demand. The greater the price elasticity of demand, the greater the fall in price and the more of the cost saving passed on to the consumer. The lower the price elasticity, the less the decrease in price and the greater the benefit to the producer via increased profit. (The sharing of cost savings between consumer and producer was also referred to in the mini case ‘Factories cash in on strong sterling’, earlier in this chapter.)

Decreasing fixed costs

Decreasing fixed costs pulls the TC curve downwards in a parallel fashion until the TR curve is intersected (see Figure 5.19). A decrease in fixed cost could also be achieved in a variety of ways. For example:

![Figure 5.19 Decreasing fixed costs](image-url)
We could imagine the firm’s owner seeking to negotiate a lower interest rate with his/her bank manager on a loan originally taken out to purchase capital. Whilst this could be a possibility, it might also be seen as a dangerous suggestion (e.g. if the bank sees its investment to be at risk due to the firm’s current losses, it may decide immediately to foreclose on its loan to ensure repayment).

The firm could consider moving to cheaper premises. (The disadvantage of such a move is that it may cause disruption to production and the act of moving in itself involves additional expenditure.)

Baldwin’s currently uses outside contractors to clean office and factory space. This fixed cost could decrease by negotiating either a lower price or seeking a cheaper contractor.

Decrease expenditure on research and development. Although such a cut might be considered short-sighted, it nevertheless achieves an immediate cost saving.

Suggest other policies that could achieve a decrease in fixed costs.

Figure 5.19 shows the successful implementation of one of the above strategies. The TC curve shifts down in a parallel fashion and the profit function shifts upwards. As marginal costs are unaffected by decreasing fixed costs, the output where marginal cost equals marginal revenue remains at $Q_1$ and price stays constant at $P_1$. The consumer does not therefore benefit from the cost saving, all the gain going to the producer as increased profit. (Note: see Baumol’s model of sales revenue maximisation in Chapter 6.)

Increasing the level of demand

Increasing the level of demand at each price causes the demand curve to shift outwards and the TR curve to shift upwards until it crosses the TC curve (see Figure 5.20). We will initially imagine how the firm might cause the total revenue function to shift upwards without at the same time having to increase overall expenditure. For example:

- The firm might increase demand by using its current advertising expenditure more productively. This might involve moving to a new advertising agency.
- Redesigning the product, at no additional cost, to appeal to additional consumers.

How else might you propose increasing demand?

The effect of the above is to shift the TR function upwards. In Figure 5.20, maximum profit is now achieved at the higher output of $Q_2$ and a higher price of $P_2$. The degree to which price and output change depends upon the price elasticity of the new demand curve.

A combination of any of the above

The firm might use a combination of the above proposals (e.g. simultaneously seeking a cheaper supply of materials, moving to less expensive premises and seeking to increase demand through redesigning the product).
We illustrate such a possibility in Figure 5.21 where we assume the firm decides to regain profitability by increasing advertising in the expectation that the additional expenditure will more than pay for itself by increasing sales revenue.

Production costs are independent of advertising costs, as advertising only affects demand conditions and not the production process of the firm as defined by its production function. It is also the case that advertising expenditures are made in a previous period and are therefore independent of current output and sales. As such, we may consider advertising expenditure as a fixed cost with a zero marginal cost in the current period. (Note that, as a general rule of thumb, the level of advertising for the next period is commonly set as a proportion of sales revenue in a previous period.)

Increasing advertising in Figure 5.21 therefore shifts the TC curve upwards to $TC_2$ and so long as the advertising is successful, the demand curve shifts outwards and the TR curve upwards. In this case, the TR curve shifts to $TR_2$ and the firm achieves maximum profit at an increased output of $Q_2$ and a price of $P_2$.

Successive increases in advertising should shift the demand curve further to the right, but due to diminishing returns to advertising, these successive shifts will become smaller for equal increments in advertising. The optimal level of advertising...
Case study continued

Figure 5.21 Increasing advertising expenditure

would be determined where the additional revenue generated by the increased demand from advertising matches its extra cost.

The model we have developed therefore proves a valuable tool for analysing a realistic scenario.

Notes and references

2 See Koutsoyiannis (1979), pp. 143–146.
1 Identify the fixed and variable factors of production associated with:

(a) operating a professional football club

(b) owning and running a private motor car.

2 Although numerous methods of producing a given output of a particular good could be technically efficient, it is likely that only one of these methods will be economically efficient. Use an appropriate example to distinguish between technical efficiency and economic efficiency.

3 Draw a diagram showing an average fixed cost curve, marginal cost curve, average variable cost curve, and average total cost curve to explain why the average variable cost reaches a minimum at a lower level of output than average total cost.

4 Table 5.6 shows the output and corresponding total cost of a firm producing a particular good. The firm can sell this good at a constant price of £15 irrespective of the numbers sold.

(a) Identify the firm’s marginal cost and average cost curves.

(b) At which output does the firm maximise profit?

(c) How would the profit-maximising level of output be affected if fixed costs were to increase to £10?

(d) How should the firm react if it could sell the good for only £10 per unit?

Table 5.6

<table>
<thead>
<tr>
<th>Output</th>
<th>Total cost (£)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>39</td>
</tr>
<tr>
<td>4</td>
<td>46</td>
</tr>
<tr>
<td>5</td>
<td>55</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Output</th>
<th>Total cost (£)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>65</td>
</tr>
<tr>
<td>7</td>
<td>78</td>
</tr>
<tr>
<td>8</td>
<td>94</td>
</tr>
<tr>
<td>9</td>
<td>112</td>
</tr>
<tr>
<td>10</td>
<td>133</td>
</tr>
</tbody>
</table>

5 Use the concept of an economy of increased dimension to explain how it can be seen to be cheaper to heat a large warehouse compared to a smaller warehouse.

6 Draw a diagram showing the total cost curve and the total revenue curve of a firm capable of making abnormal profit. (The total revenue curve should be one associated with a downward-sloping demand curve.) On this diagram, identify the level or levels of output where:

(a) profits are maximised

(b) the firm breaks even

(c) marginal revenue is zero

(d) average cost is minimised

(e) marginal cost is minimised

(f) there is the greatest gap between average cost and average revenue.

Identify these same outputs using the corresponding average cost, marginal cost and demand curves.
Assignments

1. Take an example of a small retailer selling a limited range of groceries.
   
   (a) Outline and explain the sources of scale economy such an enterprise might achieve if it were to grow in size.
   
   (b) Might any diseconomies emerge, and, if so, how might they be avoided?
   
   (c) How might the firm benefit from economies of scope?

2. A study of the concept of scale economy might indicate that large firms always dominate over smaller firms. Use current real-world examples to explain why this will not always be so.

Further reading


Appendix 5.1 Market pricing by supply and demand

(This appendix is adapted from Chapter 11 of Worthington and Britton (2003). Pricing will be analysed further in Chapter 9.)

1. Introduction

   In every market there will be a buyer and a seller who must be brought together so that a sale can take place. In a market economy this takes place through the market mechanism. In the product market the buyer is the household and the seller is the firm. Households demand the good or service that is supplied by a firm or firms.

   The market is the place where buyers and sellers meet and demand and supply are brought together. Table 5.7 contains information on the level of supply and demand of a specific good. This information is presented graphically in Figure 5.22.
Table 5.7 The supply and demand for ‘Real Brew’ draught beer

<table>
<thead>
<tr>
<th>Price (£ per pint)</th>
<th>Quantity demanded (000s/wk)</th>
<th>Quantity supplied (000s/wk)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.90</td>
<td>83</td>
<td>0</td>
</tr>
<tr>
<td>1.00</td>
<td>70</td>
<td>35</td>
</tr>
<tr>
<td>1.10</td>
<td>58</td>
<td>43</td>
</tr>
<tr>
<td>1.20</td>
<td>48</td>
<td>48</td>
</tr>
<tr>
<td>1.30</td>
<td>40</td>
<td>55</td>
</tr>
<tr>
<td>1.40</td>
<td>35</td>
<td>60</td>
</tr>
<tr>
<td>1.50</td>
<td>32</td>
<td>68</td>
</tr>
</tbody>
</table>

The equilibrium price
At a price of £1.20, the quantity demanded is the same as the quantity supplied at 48,000 pints per week. At this price, the amount that consumers wish to buy is the same as the amount that producers wish to sell. This price is called the **equilibrium price** and the quantity being bought and sold is called the **equilibrium quantity**. The point of equilibrium can be seen on Figure 5.22 at the point where the demand and supply curves cross.

At price levels above £1.20, the quantity that producers wish to supply is greater than the quantity consumers wish to buy. There is **excess supply** and the market is a buyer’s market. At prices less than £1.20, consumers wish to buy more than producers wish to supply. There is **excess demand** and the market is a seller’s market.

**Figure 5.22 The market for ‘Real Brew’ draught beer**
In competitive markets, situations of excess demand or supply should not exist for long as forces are put into motion to move the market towards equilibrium. For example, if the price level is £1.30 per pint, there is excess supply and producers will be forced to reduce the price in order to sell their beer. Consumers may be aware that they are in a buyer’s market and offer lower prices which firms might accept. For one or both of these reasons, there will be a tendency for prices to be pushed back towards the equilibrium price. The opposite occurs at prices below equilibrium and price is pushed upwards towards equilibrium.

**Shifts in demand and supply**

So long as the demand and supply curves in any market remain stationary, the equilibrium price should be maintained. However, as we have seen, there are numerous factors that could shift either or both of these curves. If this were to happen, then the old equilibrium would be destroyed and the market should work to a new equilibrium. How does this happen?

In Figure 5.23, the original equilibrium price for Real Brew draught beer is $P_1$. Assume that the demand curve moves from $D_1$ to $D_2$. This increase in demand could be due to a variety of factors. For example, the price of a rival drink may have increased, disposable income could have risen, or sales may have benefited from a successful advertising campaign. In any event, at the old equilibrium price there now exists an excess of demand over supply of $Q_1Q_3$. It is likely that price will be bid upwards in order to ration the shortage in supply. As price rises, demand is choked off and supply rises. Eventually there is a movement to a new equilibrium of $P_2$. At this new price, both supply and demand at $Q_2$ are higher than they were at the previous equilibrium. If, alternatively, the demand curve had shifted to the left, then the process would have been reversed and the new equilibrium would have been at a level of demand and supply less than $Q_1$, with a price below $P_1$. Illustrate this process diagrammatically for yourself.

![Figure 5.23 A shift in the demand curve](image-url)
In Figure 5.24, there is a shift in the supply curve from $S_1$ to $S_2$. Refer back in this chapter to envisage specific reasons for such a shift. At the original equilibrium price of $P_1$, there would now be an excess supply over demand of $Q_1Q_3$. Price would therefore fall in a free market. As it does so, demand will be encouraged and supply diminished. Eventually there will be a new equilibrium at $P_2$ with a higher quantity demanded and supplied than at the previous equilibrium. If the supply curve had instead shifted to the left, then market forces would have resulted in a lower quantity supplied and demanded than before. Once again, illustrate this diagrammatically for yourself.

The analysis so far has been relatively straightforward; it has been assumed that either the demand or the supply curve moves. However, it is likely that in any given time period both curves could move in any direction and perhaps even more than once.

Given the many factors that may shift both the demand and the supply curves, it is easy to imagine that markets can be in a constant state of flux. Just as the market is moving towards a new equilibrium, some other factor may change, necessitating an adjustment in the opposite direction. Given that such adjustment is not immediate, and the market conditions are constantly changing, it may be the case that equilibrium is never actually attained. It is even possible that the very process of market adjustment can be destabilising (see the cobweb theory in Chapter 9). The constant movement of price implied by the analysis may also be detrimental to business. The firm might prefer to keep price constant in the face of minor changes in demand and supply.
House prices

One market where the operation of demand and supply can be easily seen is the housing market, with average house prices rising substantially throughout 2003 and 2004. Some estimates suggest that house prices in London could treble by the year 2020 if present trends continue. The increase in house prices is causing particular problems for first-time buyers, in low-paid occupations, particularly in the South. Many public sector organisations like schools are looking at their own house building schemes in order to attract new teachers. Why should this situation have arisen?

Demand for houses is buoyant: in the UK there is a high propensity for owner occupation (69 per cent of households) and first-time buyers are desperate to get onto the first step of the property ladder. The rate of interest is low so the cost of borrowing for house purchase is low. Recent population growth estimates from the government have shown higher than expected population growth especially in the South. All of these factors have kept demand high. On the supply side, there is a shortage of housing. The UK comes twelfth out of 15 EU countries in new housing completions; the Joseph Rowntree Trust estimates that there will be a shortage of 1 million houses by 2020. One of the main reasons for this is that the planning process in the UK is very slow. These factors can be illustrated using a demand and supply diagram (Figure 5.25). The supply curve (S) is shown as relatively inelastic, indicating the difficulty of building new homes. The demand curve (D) for 2020 is much higher than the demand curve for 2002, indicating the increase in demand. The result is a massive increase in house prices.

It is important to remember, however, that forecasting forward 18 years in itself is problematic; there are many other factors which affect the housing market. An increase in the rate of interest will have the effect of pushing up the cost of borrowing which could in turn lead to a bursting of the bubble. It could be that there will be a repeat of the slump in house prices seen in the early 1990s in the UK.

Note: Nationwide Building Society produce commentary and information on house prices in the UK, see, for example, www.nationwide.co.uk/hpi
To fully appreciate the game of football we need a clear understanding of the rules and aim of the game. Once we realise that the basic objective is for each team to place the ball in its opponent’s goal we can start to appraise each team’s performance. We may also propose improvements to a team’s tactics to enhance its chance of achieving its objective. This sporting analogy has clear relevance to our study of the firm. To understand and appraise a firm’s performance we must first find out what the firm is seeking to achieve. We previously assumed that the sole aim of the firm is to maximise profit. Using this assumption we can then predict the price and output policy of firms under different market structures from perfect competition to monopoly (see Chapter 7). Is it reasonable to assume, however, that the firm will always seek to maximise profit? Perhaps the firm wishes to maximise something other than profit, or perhaps it has a range of goals and might feel it inappropriate to maximise any single goal at the expense of another.

Within this chapter we will question the applicability of profit maximisation and suggest alternative objectives for the firm.

There are two basic questions:
1. Does the firm have sufficient knowledge to maximise profit?
2. Would a firm wish to maximise profit?

We will look at each question in turn.
6.2.1 Does the firm have sufficient knowledge to maximise profit?

In Chapter 5 we set out the conditions whereby a firm could maximise profit. This required the firm to identify the level of output where the revenue gained from selling the last unit (marginal revenue) was equal to the cost of producing that unit (marginal cost), and setting price accordingly. Identifying this level of output therefore implies a knowledge of the value of marginal revenue (MR) and marginal cost (MC) at all levels of output. This is clearly a difficult task.

To identify MR, the firm requires knowledge of the demand for its product at all prices, i.e. it should be able to identify its demand curve. However, as noted in Chapter 3, the large number of explanatory variables determining demand makes this difficult. Although the firm might be aware of its sales at the current price, it would be less sure of sales at alternative prices, and sales at previous prices might be a poor guide to future sales given that ‘other conditions of demand’ would be likely to have changed. For example, the prices charged by rival firms might now differ. In short, the firm is likely to possess less than perfect knowledge. There might, however, be a danger of exaggerating the problem in that the firm would only realistically be interested in the level of demand over a certain price range. Statistical and survey techniques also exist that allow the firm to estimate its demand curve. The firm may also gain knowledge through market experience. Nevertheless, the problem remains.

There are similar problems in identifying the value of marginal cost (MC) at different levels of output. Imagine a firm producing ball bearings. It is unrealistic to expect it to be able to estimate the additional cost of producing a single additional ‘ball’ when it might be producing many thousands in a given production shift. Many, if not most, firms would have a similar problem. However, firms are often better placed to estimate the cost of an extra batch or run of production. As we will see in Chapter 9, this is the approach used in incremental pricing, where instead of pricing on the basis of single unit changes of output, and the corresponding values of MC and MR, the firm instead looks at discrete (incremental) changes in output.

In many instances, the firm produces more than one product. These products might have common or joint costs such as the cost of premises. These would be seen as fixed costs and such overheads should be allocated between the different products. (Note, however, that fixed costs do not influence MC as they do not change with output.) Variable costs might also be shared, as when using the same operative to produce more than one product, again necessitating the allocation of such costs between products. This would not prevent marginal costing, yet it does present a complication. Accounting theory provides a basis for the allocation of shared costs through the principle of absorption costing. The firm might nevertheless choose its own method of allocation. For example, a strategic decision might be made to under-allocate shared costs to a newly launched good in order that it might be competitively priced to gain immediate market share.

Irrespective of whether a firm can or cannot identify MC and MR, would it anyway use these concepts when setting price? An early empirical test of this question was carried out in the 1930s by two American economists, Hall and Hitch (1939), who questioned a range of ‘well-organised’ businesses on how they set price. Their findings showed that most respondents were unfamiliar with marginal analysis, and anyway questioned whether firms would wish to maximise short-term profits on the grounds...
that too frequent price adjustments might alienate customers and lead to retaliation
from competitors. Their results also questioned whether firms implicitly attempted to
calculate elasticity or take it into account in price setting.

Hall and Hitch’s results have received a good deal of criticism over the years, particu-
larly as it is naive to expect businesses to be familiar with economic jargon. If you were
to ask a business whether it used a marginalist approach to pricing, its likely reaction
would be ‘no’ as it has no familiarity with the approach. Nevertheless, it is still possible
that its price setting results in maximum profit, and if this is the case, then by definition
MC must equal MR. It is possible that an established firm might approach a position of
maximum profit through its experience of the market and through trial and error. We
will also see in Chapter 9 that, under certain circumstances, profit maximisation can be
achieved by cost-plus pricing, the favoured pricing method of many firms.

The complexity of the modern business organisation might also lead to difficulties in
the firm achieving profit maximisation. Managers in different functional areas of the
firm might start to pursue their own goals rather than profit. Coordination of common
purpose can prove difficult in a large bureaucratic organisation. This will be further
explored in Section 6.3.

In this debate, it is important to note that assuming the firm to be maximising profit
does not imply it has no other goals, or that it will pursue profit to the ultimate degree in
all circumstances. Instead, we assume profit to be so dominant an aim that for the pur-
pose of our analysis and understanding of the firm other goals can be effectively
ignored. That is, in assuming the firm has the sole aim of profit maximisation, the
results of our analysis are still seen to be viable and realistic.

We will now consider the possibility of alternative goals to profit maximisation.

6.2.2 Would a firm wish to maximise profit?
Even where the firm is able to maximise profit, would it always wish to do so?

The traditional neo-classical approach to the firm assumes the existence of an owner-
manager. In such circumstances the rewards from the firm’s performance come directly
to the owner-manager and profit maximisation appears realistic. This assumption, how-
ever, could still be questioned. For example, an individual might set up in business on
his/her own in order to provide customers with a valued service at minimal profit, at the
same time maximising his/her opportunity to pursue such pleasures as golf or fishing.

The growth of large corporations and the dominance of public joint-stock companies
brought the willingness of the firm to maximise profit into sharp focus due to the possi-
bility of a separation of the ownership and management function. The implication was
that although the firm was owned by its shareholders, it essentially delegated the run-
ing of the business to professional managers, who may or may not have been
shareholders. In short, there is a divorce of ownership from control and the goals of
managers and shareholders might now be at variance. Under these circumstances it is
easy to question the assumption of profit maximisation.

This situation can be illustrated by principal–agent theory (see Chapter 2), whereby
the principals (in this case the shareholders) appoint agents (the professional managers)
to operate the business on their behalf with the expectation that the business will be run
in accordance with their wishes. If the shareholders’ wish is to maximise profit, which
would appear a reasonable assumption, they should monitor the behaviour of managers
to ensure the firm is run accordingly. However, given the likelihood of there being a large number of shareholders, and shareholders usually only observing the outcome of managerial behaviour rather than the behaviour that resulted in the outcome, this is clearly a difficult task. There is now a clear possibility that management will be able to fulfil its own objectives which might be at variance with those of shareholders.

### Key concept: Managerial capitalism

In its earliest form, the business unit or ‘firm’ was owned and managed by the same person and so the assumption of profit maximisation appeared a reasonable goal. Over time, however, businesses grew larger and limited companies emerged as organisations owned by their shareholders, whose liability – in the event of insolvency – was limited to the amount they had invested. Such an arrangement was clearly to the advantage of shareholders, as in the event of the company’s demise they would not run the risk of being pursued by creditors for a full recovery of their losses. Limiting a shareholder’s liability therefore encouraged the original investment, to the benefit of the growth and well-being of the firm.

Although shareholders legally own a limited company, it would be difficult for them to be responsible for actually running the firm, particularly as there might be hundreds, thousands or even millions of such shareholders. Indeed, in general, shareholders normally would have neither the expertise nor desire to do so. They therefore delegate control to managers and directors to run the firm on their behalf. This situation is referred to as *managerial capitalism* and has given rise to managerial and behavioural theories to explain the behaviour of firms. With managers in control, it is easy to question the validity of the profit-maximising assumption of traditional theory.

### 6.2.3 Constraints upon managerial behaviour?

Although managers may have different goals from shareholders they are still subject to control. At one extreme, legal constraints should prevent management defrauding the shareholders or running that company in a clearly negligent fashion.

The composition of the board of directors will also have a clear influence upon its effectiveness. Within this context, non-executive members of a company’s board (see Chapter 2) are seen as providing a degree of independent scrutiny and should help ensure a company is run responsibly and in the interests of its owners. Such non-executives are usually part-time appointees, chosen for a variety of reasons including their knowledge, skills, contacts, influence, independence or previous experience. The mini case at the end of this section – Non-executives: are you independent? – provides an analysis of the role and responsibility of such non-executives.

Other constraints upon managerial behaviour would include the following:
Direct shareholder power

In theory, shareholders possess absolute power to appoint managers and dictate the direction and goals of the firm. Therefore, one might expect shareholders to act appropriately if the firm is not being run in their best interests. However, in practical terms, they suffer from a lack of real information and the AGM is the only real opportunity to express their views. A further problem is the likely wide dispersion of share ownership in a given company and the ensuing difficulties that shareholders have in banding together to present their views. Indeed, relatively few shareholders attend AGMs, many choosing to leave their proxy votes with the incumbent board of management.

There can be a danger of underestimating the power of shareholders as it is possible to exert control over a company with less than a majority of the shares. Indeed, the early work of Berle and Means (1934) in the USA in the 1930s assumed that given the wide distribution of shareholding within large companies, an owner control situation could exist with a shareholding as low as 20 per cent, and further studies have estimated that effective control could be exercised with an even lower percentage share in most circumstances.

Examples of shareholder power were previously seen to be relatively rare, and generally brought about by extreme circumstances. However, in recent years, the UK and other countries have witnessed a growth in 'shareholder activism', particularly as a result of major institutional investors (see below) becoming increasingly vocal in their criticism of what they see as excessive executive pay and/or bonus packages, often in the context of relatively poor or average company performance. For examples of such activism see the case study at the end of this chapter.

Selling shares and the threat of takeover

If shareholders are dissatisfied with the firm's performance their likely reaction will be to sell their shares. If selling is widespread, this will result in a falling share price. This may act as a control upon management as the falling share price will be seen in financial markets as a loss of confidence. It may also affect the prospects for further share issues and, importantly, increase the likelihood of takeover with the inherent risk of existing management losing its position.

The risk of takeover increases due to the falling share price lowering the purchase price or market value of the firm relative to its asset value, the ratio of market value to asset value being the firm's valuation ratio, i.e.:

\[
\text{Valuation ratio} = \frac{\text{market value}}{\text{asset value}}
\]

If we assume the asset value (see the key concept below) to be unaffected by low profit, then a falling share price lowers the valuation ratio and increases the chance of takeover. If the asset value were to exceed the market value, the firm would lay itself open to asset stripping, i.e. a purchaser simply buying the firm to close it down and sell the assets.

The size of the valuation ratio does not in itself provide a complete explanation of takeover activity. There are other reasons for a takeover, for example to eliminate competition. In fact, in many instances, it is found that a relatively high valuation ratio does not in itself deter takeover, and that it is often successful, well-managed firms that become targets for takeovers.

The ability of the threat of takeover to act as a constraint upon management can also be questioned on the grounds that potential bidders, like shareholders, do not have all the inside financial information that is available to management. The potential bidder might be unaware that the firm is failing to achieve its potential in terms of present or future profitability. Therefore, although a takeover might be warranted on the grounds that the
present management is not achieving the firm’s potential profitability, this might not be realised by outsiders. In other instances it might only be when the firm has been taken over, and the new owners become fully conversant with the company, that they realise they overestimated the firm’s potential. Current management might even attempt to disguise the well-being of the firm by boosting current dividend payments at the expense of future expenditure on research and development. In so doing they increase current share prices although this is likely to be at the expense of long-term growth and profits.

In certain circumstances the value of a firm’s assets can be undervalued as a result of a failure to include an appropriate valuation of the firm’s brand name or names (see the the key concept below).

## Key concept: Asset value

This is a business accounting term. On a company’s balance sheet, everything the company owns and which has a monetary value is classified as an asset, total assets being equal to total liabilities. Assets can be thought of as falling into the following categories:

- **Current assets** Cash and bank deposits and other items that could be readily turned into cash. Would therefore also include raw materials, stock and work in progress, and any marketable securities.
- **Trade investments** Comprising investments in subsidiary or associated companies.
- **Fixed assets** Land, buildings, plant and machinery, vehicles and furniture. Usually valued at cost minus depreciation.
- **Intangible assets** Less easy to value, but would include the market value of customer and trade goodwill, patents, and of any brand names.

The value of a brand name can be of particular significance and should be properly taken account of when providing an overall valuation of a company. For example, when Nestlé took over Rowntree-Mackintosh in 1988 for £2.5 billion, it bought not only the physical assets of the company but also became owners of such valuable brand names as KitKat, Smarties, Quality Street and Lion Bar. It was generally felt that Nestlé, in outbidding its rival Suchard, had obtained a bargain as the value of these brands was not appropriately reflected in Rowntree-Mackintosh’s asset value.

The value of a brand was certainly not neglected in the case of the sale of Rolls-Royce Motor Cars to Volkswagen (VW) in July 1998 for £479 million. Although Vickers, the UK engineering group who owned both Rolls-Royce Motor Cars and Rolls-Royce plc (the aero-division), were willing to sell the motor car division to VW, it purposively had not included the sale of the Rolls-Royce brand name or marque (famously portrayed as the ‘spirit of ecstasy’ emblem and distinctive Rolls-Royce grille) in the deal. In fact, although Rolls-Royce Motor Cars owned the Bentley brand name, the Rolls-Royce brand name was separately owned by Rolls-Royce plc, a separate company. Rolls-Royce plc later sold the right to the Rolls-Royce name to BMW, one of VW’s original rivals in its bid for Rolls-Royce Motor Cars. The Rolls-Royce brand name was sold for £40 million.

Whether the above £40 million was an appropriate price is open to question. As noted, valuing intangibles is perhaps less straightforward than other assets.
The power of banks and other financial institutions

Financial institutions and pension funds are increasingly major shareholders and will endeavour to influence firms, either as shareholders or by having a place on the board of directors. In either case they generally have greater expertise than the average shareholder and are more conversant with company practice and procedures. However, while such institutional investors can certainly act as a break on management they cannot guarantee profit-maximising behaviour.

As noted above (in direct shareholder power), in recent years, major institutional investors have increasingly exerted their influence. To do so, they often act collectively. For example, within the UK, the National Association of Pension Funds (NAPF), whose members in 2004 jointly controlled about a quarter of the stock market, and the Association of British Insurers (ABI), who effectively control a further quarter, have become increasingly willing to challenge company boards. For examples of such activity see the case study at the end of the chapter.

Managers as shareholders and linking pay to performance

The introduction of share option schemes, whereby managers and workers are encouraged to obtain shares on preferential terms, blurs the divide between owners and managers and goes some way to ensure that the interests of management and owners are common (see the mini case, ‘Share options for company directors and workers’). Nevertheless, the rewards to managers do not derive predominantly from their position as shareholders and the possible conflict between shareholder and management remains.

Directly linking managerial rewards to profit performance can induce management to work in the interest of shareholders. However, as indicated above, this may be only one determinant of managerial pay. Management might also seek to link its rewards to other performance measures such as company size and the growth of sales, although in certain circumstances these measures might not affect or might even conflict with profit and/or company efficiency. For example, sales might increase as a result of an overly expensive and inefficient promotional campaign; a gas company’s sales will rise with lower than average winter temperatures; or the company might benefit from the demise or mistakes of rivals. Finally, although merger and takeover activity often provides a rationale for increased managerial salaries, it is often found that such activity does not in itself improve overall profitability. Such activity is, however, consistent with managerial motives for higher status.

Mini case

Share options for company directors and workers

As part of their overall remuneration package, most company directors are granted share options. A director’s ‘income package’ typically comprises basic salary, performance-related or special bonuses including ‘share options’, additional allowances and benefits including pensions.

Share options allow directors at a future date to purchase a fixed number of the company’s shares at a fixed price or slightly above their current valuation. For example, a director might be given the option to buy 500,000 shares at 55p when the current price is 50p. If the price remains at or below 55p, the option is worthless. If the market
price rises to 60p, the value of the option is worth £5p \times 500,000 = £25,000. If the share price rises to 65p, the value of the option rises to £50,000.

Whilst the general rationale behind option schemes is to reward directors for their contribution to company performance (as measured by the share price), a deficiency of such schemes is that a company’s share price will often rise or fall with the overall stock market index which can fluctuate for all sorts of reasons due to the wider economic, international and political environment. The actual performance of the company might be only one determinant of the share price. For example, to quote from the Observer, 5 April 1998: ‘National Westminster, which has been one of the poorest performers in the banking sector over the last year and was forced to sell its investment banking arm, has been involved in financial scandal and laid off thousands of staff. Yet Chief Executive Derek Wanless has seen the value of his share options soar by 216 per cent – more than £800,000 to £1.2 million.’

Although the granting of share options has attracted criticism from certain circles, including trade unions and government spokespersons, the practice shows no sign of diminishing. Indeed, the rewards of such share options in the UK have been rising.

However, there is now an increasing trend to impose performance targets with certain schemes. For example (also quoted in the Observer, 5 April 1998): ‘GEC’s managing director George Simpson has received options to buy 1.25 million shares at 384p. With the company’s share price at the end of March touching 473p, it gives Simpson a potential profit of £1.2 million – but only if GEC hits a number of targets, such as outperforming the FTSE 100 index by 10 per cent over three years.’

Although share option schemes provide a link between managers and shareholders, they cannot in themselves guarantee managers acting in the best interests of shareholders.

The above share option schemes have also been extended by many companies to include their workforce. Indeed, as reported in the Guardian, 27 March 2004, 1.75 million UK workers were then taking part in save-as-you-earn (SAYE) ‘sharesaver’ employee share schemes, seen as a safe and easy way for employees to invest in their own company. In such schemes, akin to share option schemes for executives, employees have the right or option to buy shares in their company at a fixed price. As noted in the Guardian:

‘Workers save between £5 and £250 a month over three, five or seven years. At the end of the period, a tax-free bonus is added to the cash, and the individual can use this money to buy shares at the fixed price. If the shares have plummeted, you don’t have to buy them – you simply take the money and the tax-free bonus.’

Such schemes are run in the UK by the supermarket chains Asda (taken over by the US firm Wal-Mart in 1999) and Tesco. The 4700 Asda workers taking part in their company’s five-year scheme in March 2004, due to mature in May 2004, were expecting a large payout as they anticipated buying shares at approximately 50 per cent of their current market value! Asda were then actively encouraging their staff, with a 55 per cent target take-up, to join a new scheme to mature in 2007.
The performance of a firm’s managers affects their promotion prospects both within and outside the company. When seeking promotion, management will therefore wish to be associated with success, as measured by their individual or company performance. Association with failure and/or poorly perceived market performance will lower a manager’s future potential earnings. Therefore, a competitive market for managers, where their value is based upon the profitability and performance of their firm, might help ensure management works in the interest of shareholders. However, the question now arises as to the efficiency and competitiveness of such markets. A major problem is a lack of real information. For example, individual management performance might be difficult to identify and a ‘poor’ manager could be ‘carried’ by more efficient colleagues or subordinates, and vice versa. Where managers frequently change positions, the long- and medium-term impact of their performance might also not be immediately available. Further, even if performance data are available, this does not in itself guarantee an efficient market, as promotion may be gained on the basis of patronage or some other criterion. Nevertheless, the market still provides a ‘control mechanism’. We may now consider the influence of the product market.

Market forces in the product market
In perfectly competitive product markets the firm must be fully efficient to survive. In the long run, firms only earn normal profit (see Chapter 5). In these circumstances firms must pursue profit maximisation as any other policy results in the firm earning less than normal profit and being forced to leave the industry (note that long-run equilibrium in monopolistic competition is also characterised by firms only earning normal profit).

For a firm to pursue a non-profit-maximising goal it must therefore be in either an oligopoly or a monopoly and be capable of earning abnormal profit. In such circumstances the firm has the discretion to be less than fully efficient and still survive in the market (see the concepts of x-inefficiency in Section 5.11 and organisational slack below).

Market forces therefore act as a constraint upon management. In highly competitive markets, management must achieve profit maximisation. The constraint is less where competitive forces are weaker. However, the dominance of oligopolistic markets in modern economies provides plenty of scope for non-profit-maximising behaviour. Nevertheless, competition is strong in all markets and firms cannot afford to neglect efficiency and profitability. However, as we will see below, profit now appears as a constraint upon behaviour rather than the sole or dominating goal of the firm.
Non-executives: are you independent?

Although non-executive company directors were already playing a central role in UK corporate governance, the UK government in 2002 appointed Sir Derek Higgs to lead an independent review into their continued role and effectiveness. Non-executive members on a company’s board were seen as providing a degree of independent scrutiny and to help ensure a company is run responsibly. At the outset of the review, Patricia Hewitt, the Secretary of State for Trade and Industry, stated: ‘From the point of view of UK productivity performance, the progressive strengthening of the quality and role of non-executive directors is strongly desirable. The review will consider how more independent and more active non-executive directors drawn from a wider pool of talent can play their part in raising productivity.’

Evidence from the USA was that companies with a strong contingent of non-executives produced superior performance. The review was set up, however, in the shadow of recent US corporate scandals where the collapse of such companies as Enron and Worldcom were seen as the outcome of fraudulent behaviour of company executives and a lack of independent scrutiny. In promoting the independence and effectiveness of non-executives, it was hoped that the UK might avoid such corporate scandals.

The review reported in November 2003, providing a code of corporate guidelines. It should be stressed that these were guidelines, and not legally binding. Although the report covered a variety of areas, it was chiefly concerned with maintaining independent representation on company boards to strengthen their corporate governance, and thereby help ensure that companies were run responsibly, efficiently and in the interests of shareholders.

A prime recommendation was that company chairmen should be independent, although they need not necessarily be non-executive. Higgs was adamant, however, that the role of chairman and chief executive should be kept separate, and put a bar on the two roles being shared by the same person – a practice still common at that time in the USA, yet discouraged in the UK since the Cadbury Report in 1992. Nor, according to Higgs, should there be an executive chairman and no chief executive, which in effect makes the chairman the chief executive. Finally, he was also firmly against chief executives being made chairmen, as this could not ensure their independence. In essence, he saw the role of the independent chairman, whether or not a non-executive, as providing a unique pivotal role between executives and non-executives.

The Higgs Review provided some interesting guidelines as to the definition of independence, in that a non-executive director or chairman should be seen as independent if:

1 The individual has not been an employee of the company for five years before joining the board.
2 The individual has not had a business relationship with the company for three years before joining the board.
3 The individual has not received any remuneration from the company in addition to his or her directorial fee.
4 The individual does not have close family ties with any of the company’s advisors, directors or senior employees.
5 The individual does not hold cross-directorships. That is, where directors sit on each other’s boards.
The individual does not represent a major shareholder.

The individual has not served on the board for more than ten years.

Higgs recommended that at least half the board should meet this test of independence, as should all the members of the audit and remuneration committees and a majority of the nomination committee.

Higgs saw non-executives as fulfilling the following key roles:

- **Strategy** Non-executive directors should constructively challenge and contribute to the development of strategy.

- **Performance** Non-executive directors should scrutinise the performance of management in meeting agreed goals and objectives, and monitor the reporting of performance.

- **Risk** Non-executive directors should satisfy themselves that financial information is accurate and that financial controls and systems of risk management are robust and defensible.

- **People** Non-executive directors are responsible for determining appropriate levels of remuneration of executive directors and have a prime role in appointing and, where necessary, removing senior management and in succession planning.

Higgs further stated that:

‘Non-executive directors should constantly seek to establish and maintain confidence in the conduct of the company. They should be independent in judgement and have an enquiring mind … To be effective, non-executive directors need to be well informed about the company and the external environment in which it operates, with a strong command of issues relevant to the business … Once in post, an effective non-executive director should seek continually to develop and refresh their knowledge and skills to ensure that their contribution to the board remains informed and relevant … The effective non-executive director questions intelligently, debates constructively, challenges rigorously and decides dispassionately.’

The Higgs Review certainly provided strong and rigorous guidelines, and a clear case and role for the non-executive. Indeed, since its publication, many prominent companies, for example the banking giant Barclays and the UK supermarket chain Sainsbury’s, have fallen into line with its recommendations. However, given the increased responsibilities of the non-executive, the need to satisfy the above definition of independence, and the exacting ‘job description’ provided by Higgs, it has been noted that there could become a ‘shortfall’ of talented ‘non-execs’ as company boards endeavour to comply. As noted by Edmond Warner, Chief Executive of the IFX Group in an article in the Observer, 8 November 2003:

‘The workload of the average non-executive has certainly multiplied in the past few years. Audit, nominations and remuneration committees are the fiefdoms of the non-execs. Increasingly, for these committees to be effective, the directors must engage in direct dialogue with major shareholders. All of which takes time, and, of course, requires skills commensurate with the issues at hand. Time and these attributes are not often ready bedfellows.’

Source: Based on The Higgs Review, Department of Trade and Industry, www.dti.gov.uk.
6.3 Alternative theories of the firm

Traditional theories of the firm broadly envisage a situation where the owner-manager (or entrepreneur), armed with perfect knowledge of the internal working of the firm and its competitive environment, pursues maximum profit by equating marginal cost to marginal revenue. The entrepreneur is assumed to have no objectives other than profit. All profit comes to the entrepreneur as the firm's owner.

This view cannot be seen as an accurate description of a typical modern enterprise. The question is, therefore, how do firms behave? New or alternative theories need to take into account current organisational structures and particularly the emergence of the public joint-stock company. The appearance of such companies and the separation of ownership from control has led to the development of alternative theories of the firm. Although profit plays an important role in such theories, it may no longer be seen as the sole or dominating goal of the firm.

There are two generic types of alternative theory, namely:

1. Managerial theories
2. Behavioural theories.

6.3.1 Managerial theories

The starting point of all managerial theories is the assumption of a divorce of ownership from control. It is also assumed that top managers are able to dominate decision making through their ability to determine company strategy, future investments, promotions and the appointment of persons to key company positions.

In common with the traditional neo-classical approach, these are also maximising theories. However, in place of profit, managers are now assumed to maximise their own utility or satisfaction subject to a minimum profit constraint. Managerial theories differ from one another in terms of the factors or objectives that determine managerial utility, and how those objectives might be achieved.

Although profit is no longer seen as the sole aim of the firm, its relevance remains in the sense that a firm’s management can only pursue its own goals when shareholders receive an acceptable minimum level of profit. If this were not the case, managers would risk jeopardising their position, as shareholders will either collectively seek to replace them, or else sell their shares and increase the likelihood of takeover. In such theories, profit therefore appears as a constraint upon managerial behaviour.

There are a number of management theories each associated with a particular economist and a specific maximising goal. We will examine three:

1. W. J. Baumol – ‘sales revenue maximisation’
2. O. E. Williamson – ‘managerial utility maximisation’

Baumol’s model of sales revenue maximisation

As with all managerial theories, Baumol’s (1959) starting point was the assumption of a divorce of ownership from control within oligopolistic markets. From experience as a consultant to large corporations, he proposed that rather than maximise profit, managers
instead seek to maximise sales revenue, subject to an acceptable profit constraint. As we will see, in maximising sales revenue the firm will generally have higher sales and sales growth than a profit-maximising enterprise.

The preoccupation of management with sales revenue was largely rationalised on the grounds that managerial salaries, perks and status were more closely linked to sales revenue than profit. Baumol also noted the favourable attitude of banks and other financial institutions to sales growth and that growth enhanced opportunities for promotion and higher salaries. Alternatively, with declining sales revenue, employees might need to be laid off or have their salaries reduced. Banks and other financial institutions would now look less favourably upon financial provision, and retail outlets would become less willing to provide prime points of sale. Indeed, if sales fell below a certain threshold, retailers might choose to cease trading a good altogether.

In his basic model, Baumol assumed the firm to produce a single product and aim to maximise sales revenue (SR) over a single time period. There is no consideration of the interdependence between the firm and others within and outside the industry.

This model can be illustrated by Figure 6.1. The total revenue (TR) and total cost (TC) curves are derived from conventional downward-sloping demand curves and U-shaped cost curves. The profit function is also shown. (This basic diagram was previously shown in Chapter 5 as Figure 5.15a.)

To maximise profit, the firm produces Q_m. To maximise SR, the firm increases sales to Q_b by charging a lower price, resulting in a lower level of profit.

As indicated, the model assumes a profit constraint. This represents the minimum profit required to maintain the satisfaction of shareholders and financial markets. This constraint might be either operative or inoperative. For example, in maximising SR, the

Figure 6.1 Baumol’s sales revenue maximisation model
firm would not achieve a constraint such as \( \pi_2 \) and would be obliged to increase price and reduce output to \( Q_{b'} \). This profit constraint would therefore be 'operative'. Alternatively, a constraint of \( \pi_3 \) would be 'inoperative' as the firm can still maximise SR and achieve a profit in excess of the constraint and more than satisfy the demands and aspirations of shareholders and financial markets.

Where the firm is faced with an inoperative profit constraint, the firm could be assumed to spend surplus profit (i.e. profit above the profit constraint) on any activity that would further enhance SR. For example, surplus profit could be spent on additional advertising, shifting the demand curve to the right and the TR curve upwards. The firm would continue spending more money on advertising (also shifting the TC upwards) until all surplus profit was exhausted and the profit constraint became operative. (The level of profit now equals the profit constraint.) Such a position must be reached if we assume there are diminishing returns to advertising: that is, increased expenditure upon advertising eventually having a diminishing impact upon SR.

Therefore, so long as the profit constraint is less than maximum profit, Baumol’s firm will always produce more and charge a lower price than a profit maximiser. It is also likely that the firm will advertise more and generally invest more in any activity likely to increase demand.

An additional feature of Baumol’s model is its prediction of how the firm reacts to a change in fixed or variable costs. First, imagine an increase in fixed costs. This would cause the total cost curve in Figure 6.1 to shift upwards in a parallel fashion and the profit curve to shift downwards. This is illustrated in Figure 6.2 with the profit curve shifting downwards from \( \pi' \) to \( \pi'' \). With an ‘operative profit’ constraint of \( \pi_2 \), the sales maximiser would react to the increased cost by raising price and reducing output from \( Q_{b'} \) to \( Q_{b^*} \).

Figure 6.2 Impact of a change in fixed costs (Baumol’s model)
This is in contrast to the prediction of the profit-maximising model where because a change in fixed cost does not affect marginal cost, the profit-maximising output (where MC equals MR) is not affected. Therefore, price and output remain unchanged despite the increase in fixed cost. This can also be seen in Figure 6.2 by the profit-maximising output remaining at Q_m. The reaction of Baumol’s firm appears more realistic.

Second, consider the impact of an increase in variable cost. This causes the total cost curve in Figure 6.1 to pivot upwards and become steeper at all levels of output (i.e. marginal cost has increased) and the profit function to shift downwards and to the left as illustrated in Figure 6.3. With an ‘operative profit constraint’ of π_2, the sales maximiser decreases output from Q_b’ to Q_b** and raises price. The increase in marginal cost also causes the ‘profit maximiser’ to increase price and reduce from Q_m to Q_m’. Note, however, that the ‘sales maximiser’ reduces output more than the ‘profit maximiser’ and in consequence raises prices more, albeit from a lower initial level.

What might we say in conclusion regarding Baumol’s basic model?

Although there is certainly some evidence to link managerial salaries and perks to sales revenue, the model fails to explicitly consider the interdependence and uncertainty within oligopolistic markets. A further point involves the nature of the profit constraint. Would it really be so precise a figure as we have assumed and what might determine its size? In reality, the constraint might better be seen as a band (or range), with management seeking to obtain profits within that band. Achieving profits at the lower end of the band increases the probability of shareholder dissatisfaction. In contrast, shareholders will almost certainly be satisfied with profits towards the top end of the band. This still leaves us with the question of what might determine the size of the profit constraint, or the range of the band. Various factors could determine this. These could include profits achieved in previous time periods, the current economic climate and the profit performance of close competitors.

Figure 6.3 Impact of a change in variable costs (Baumol’s model)
The original model is also basically static in that the firm is assumed to maximise sales revenue in a single time period irrespective of the impact upon future time periods. However, Baumol later developed a dynamic multi-period model where the firm was assumed to maximise the rate of growth of sales over its lifetime. In this dynamic model, profit now appears as the main source of financing the growth of sales revenue and becomes an instrumental and determined variable within the model rather than an exogenous constraint upon managerial behaviour.

O. E. Williamson’s model of managerial utility maximisation

Williamson (1964), like Baumol, assumes managers have the discretion to maximise their own utility. Profit is again seen as a necessary constraint to ensure managerial job security. Williamson in fact considered his model to be of more relevance to those firms operating with a strong management hierarchy and little decentralisation of decision making, referred to as a U-form (unitary-form) of organisational structure (see Chapter 2). He believed, however, that managerial discretion would be better controlled (and profit maximisation maintained) in organisations with central control and a multidivisional structure, with each division working as a separate profit centre and a strong degree of managerial independence. This is generally referred to as an M-form (multi-form) structure. Williamson therefore believed that managerial discretion was better explained by organisational structure than the existence of a separation of ownership from control. However, although M-form structures might be more efficient in certain circumstances, it remains in question whether managers would then by necessity always choose to act in accordance with the wishes of shareholders.

The variables within Williamson’s managerial utility function include salaries, status, security, power and prestige. Of these variables, only salary is directly measurable in monetary terms and therefore operational within the utility function. Other variables are deemed non-pecuniary and therefore non-operational. These variables then become operational by being measured by other pecuniary variables to which they are assumed correlated. These proxy variables are staff expenditures, emoluments and discretionary investment. Management is then assumed to have an expense preference for these variables: that is, a preference for expenditure on such variables above that required for the profit maximisation of the firm.

The utility function can be expressed as:

\[ U = f(S, I_d, M) \]  

to be maximised subject to a minimum profit constraint.

where:

- \( U \) = managerial utility or satisfaction
- \( S \) = staff expenditure, including managerial salaries, bonuses and share options

It is assumed that management derives satisfaction from controlling and appointing additional members of staff: being in charge of more staff brings greater power, status and prestige. Obtaining more staff also implies the successful performance and future expansion of that manager’s area of operation.

- \( I_d \) = discretionary investments

Managerial status and power is enhanced by the discretion managers have in undertaking additional investments in excess of those required for the normal operation of the firm. Such discretionary investment allows them to gain particular satisfaction by
pursuing projects in line with their own interests. These might include expenditure on sports or arts sponsorship. For instance, although purchasing a hospitality box at a local Premier League football club could be rationalised on the grounds of enhancing the firm’s public image and facilitating the entertainment of clients, it is also likely to provide additional utility to managers, particularly where the purchase coincides with their own sporting interests.

The model assumes the source of discretionary investment to be ‘discretionary profit’, where ‘discretionary profit’ is the amount of profit remaining after subtracting from actual profit the minimum profit constraint and any tax liabilities. (Therefore, reported profits would normally be in excess of the minimum profit constraint.) This is in contrast to Baumol’s model of sales revenue maximisation where the firm only aims to earn the minimum profit constraint.

- $M = $expenditure on managerial emoluments (perks)$

These could include managerial access to expense accounts, company cars, overseas business trips, luxurious offices, etc., and represent a major determinant of managerial prestige. (See the mini case ‘Cosy world of the perk ethic?’ below.) Although such ‘perks’ might be included within the manager’s overall employment package, by definition such emoluments represent payments in excess of opportunity costs, or slack (see later in this chapter). Their removal would not be assumed to cause management to seek employment elsewhere. Such ‘perks’ are possible due to the strategic position that management holds in controlling the firm.

Expenditures on $S$, $I_d$ and $M$ are assumed to enhance managerial utility. However, the model assumes diminishing returns to each variable, implying that although total utility increases with the additional expenditure upon each variable, it does so at a diminishing rate, that is, the variables are subject to diminishing managerial utility. This assumption appears reasonable and in accordance with consumer theory where the consumer is assumed to gain diminishing satisfaction from additional units of a good consumed in a given time period.9

To maximise utility ($U$), managers continue to consume $S$, $I_d$ and $M$ to the point where each yields the same marginal utility ($MU$) per pound spent. This condition can be expressed as:

$$\frac{MU_s}{£s} = \frac{MU_{I_d}}{£I_d} = \frac{MU}{£m}$$

The above equation therefore states that to maximise overall utility each variable should have the same (marginal) benefit to (marginal) cost ratio.10 The extra pound spent should yield the same additional utility (marginal utility) no matter which variable it is ‘spent’ on. If this were not the case, then one variable would offer more ‘marginal satisfaction per pound’ than another, and the funds would not be optimally allocated. If the relative attractiveness to management of one of the variables increased, or its ‘price of purchase’ changed, management would be assumed to alter the distribution of expenditure between the variables until the above equality is regained.

Perhaps the most interesting implication of the model is the observation that managers do not have a neutral attitude to cost. Certain expenditures, for example discretionary investments or hiring additional staff, provide management with utility over and above the return achieved from the productivity of that expenditure. In con-
Contrast, a profit maximiser only values expenditure for its productivity. Managers in Williamson’s model therefore have an ‘expense preference’ and will not minimise cost at each level of output. In essence, ‘organisational slack’ exists within the organisation. As a consequence, profit will be lower and costs higher than in a profit-maximising situation, as expenditures on staff (and staff numbers) together with other emoluments are higher than necessary. However, in common with Baumol, the model does not explicitly take into account interdependence and rivalry.

**Mini case**

Cosy world of the perk ethic?

O. E. Williamson’s model of managerial utility maximisation (see Section 6.3.1) contains within its utility function, ‘expenditure on managerial emoluments or perks’. Management is seen to gain specific satisfaction from such perks and uses its strategic position within the firm to achieve them.

Whilst managerial perks are unlikely to bankrupt a company, they can nevertheless represent a significant cost, and have come under increased scrutiny in recent years in the context of whether senior executives are justified in receiving what are often seen as excessive rewards. Indeed, from 2003 in the UK, under the government’s Directors Remuneration Report Regulations, shareholders can access via the annual accounts a breakdown of each senior executive’s overall pay package, including details of basic and performance-related salaries, pension arrangements, share options, etc., together with all additional perks. Such openness, it is believed, should better allow shareholders and other interested parties to judge whether a company’s performance warrants their executives overall remuneration package.

In anticipation of the law change, as reported in the *Observer*, 27 April 2003, several firms were already providing greater details of executive perks, including:

- UK British Gas chairman Sir Richard Giordano’s entitlement to the use of an office, a chauffeured car and a secretary for five years after leaving the company.
- A free monthly ration of 400 cigarettes for directors of British American Tobacco.
- Annual rent of £230,000 paid on the home of Reuters chief executive Tom Glocer, whose contract also entitles him to twice his annual salary and bonus if he is fired in the next couple of months.
- A £200,000 relocation allowance for UK’s British Telecom Dutch chief executive Ben Verwaayen.
- Free dental and medical benefits for the rest of his life and that of his wife in the event of HSBC director William Aldinger losing his job.

Nevertheless, according to the above article, the perks enjoyed by UK executives have been relatively moderate compared to US counterparts. To quote an example from the article:

‘Last year, gossip columnists and shareholders were united in their astonishment at the perks enjoyed by former GE boss Jack Welch. The man nicknamed “Neutron Jack”, for his ruthless ability to strip costs out of a company, continued to enjoy the free use of an $80,000 a month apartment complete with cook, housekeeper and waiting staff, not
R. Marris’s model of company growth maximisation

Marris (1964) assumed management to be motivated towards maximising the growth in demand for the firm’s output. The model is therefore dynamic in nature emphasising the proposition that management would rather be associated with a growing firm than simply a large firm, as growth brings financial rewards, job security, prestige and status. Association with a growing firm will also improve career prospects within and outside the existing firm.

A particular feature of the model is the assumption that shareholders are also interested in growth so long as the growth in sales is matched by a growth in the firm’s capital (assets, stocks and liquidity), as shareholders will then also gain through the increased value of their shares. Marris therefore proposed that the goals of management and shareholders could be reconciled through the growth of the firm, reconciliation coming about through the firm achieving balanced growth whereby productive capacity (the firm’s capital) and market demand grow at the same rate. Reconciliation of interests therefore ensures the firm avoids either excess demand over productive capacity or excess capacity over demand.

In line with other managerial theories, management is faced with a profit constraint. To maintain job security, which is assumed a major aim, management must keep the market price of shares and the share dividend at a satisfactory level. With share prices falling relative to the capital value of the firm there is a risk of takeover and a loss of job security.

The basis of the model can be illustrated in Figure 6.4.

As growth increases in Figure 6.4 towards G2, the rate of profit is assumed to increase, although at a decreasing rate. At this stage the firm is benefiting from increased scale economies and profits can be reinvested in productive new investments to promote further growth. However, the rate of profit eventually declines as growth can only be maintained by further price reductions and spending excessive amounts on other activities including advertising to promote further growth. It is also likely that, in an attempt to maintain growth, the firm increasingly moves into less profitable sidelines and investments, including takeovers. Such diversification is likely to be at the expense of profit. So long as the rate of profit is increasing it is likely that the ratio of the share price to the firm’s capital value will also rise. Once the profit rate starts to fall then the ratio will eventually decline, increasing the possibility of takeover and endangering job security.

Figure 6.4 shows a minimum profit constraint. Management therefore runs the risk of either growing at too slow or too fast a rate. That is, at a rate of growth below G1 or above G3, managers risk job insecurity. Given that managers are assumed to gain satisfaction from growth rather than profit, we can assume a growth rate closer to G3.
The model emphasises profit as a source of investment to promote growth. It is therefore in the interest of management to reinvest a high proportion of profit rather than provide shareholders with high dividends. Management therefore seeks a high retention ratio of realised to distributed profit. However, in so doing, this may diminish the share price and increase the risk of takeover. To ensure security, management therefore seeks a retention ratio that is acceptable to shareholders.

We therefore have an overall principle of balance in that the firm is assumed to seek a balance between the rate of growth of demand and the rate of growth of the firm’s assets subject to providing shareholders with an acceptable dividend payment or retention ratio. In satisfying shareholders, and ensuring job security, management may therefore be willing to sacrifice a degree of growth.

A major feature of Marris’s model is the observation that the goals of management and shareholders are not so wide as implied by other managerial theories, as both parties are interested in growth. That is, management is concerned with the growth of sales and shareholders with the growth of the firm’s capital; reconciliation can be achieved through balanced growth.

A further significant feature of the model is the inclusion of the firm’s financial policies into the decision-making process. However, Marris does not clearly specify why shareholders should necessarily prefer capital growth rather than profit, and, in line with other managerial theories, there is no real analysis of the influence of oligopolistic interdependence.\textsuperscript{13}

### 6.3.2 Behavioural or satisficing theories

Once again, it is assumed that there is a divorce of ownership from control. However, whereas managerial theories see management as having a single maximising goal, behaviouralists focus on the complexity of business organisations and see the organisation...
as being made up of various groups or stakeholders (managers, workers, shareholders, customers, suppliers, trade unions, etc.) with each group having differing and possibly conflicting objectives and demands.

The behaviouralist then studies the nature of such conflict between the groups and how it might be resolved. In so doing it is recognised that the firm may only seek ‘satisfactory’ levels of performance. In short, rather than maximise, the firm satisfices.

The concept of ‘satisficing’ was introduced by H. A. Simon (1959) who proposed that managers were unable and unwilling to set themselves maximising goals and instead sought satisfactory levels of achievement or goals. It was then recognised that there would be a tendency not to set objectives too high since failure to achieve an objective might bring censure; setting too low a goal might also bring criticism. Where goals were achieved, this would then be likely to result in the setting of marginally higher goals. This general approach is often referred to as management by objectives.

Cyert and March (1965) extended Simon’s analysis by focusing upon the different groups within the organisation. In so doing they introduced the concept of the coalition to include all those groups who place demands upon the firm at a given time, for example:

- workers seek high wages, good working conditions and security of employment;
- managers seek high salaries, power and prestige;
- shareholders wish for healthy share dividends and the increased value of their shares;
- the customer demands value for money, prompt delivery and good after-sales service;
- suppliers hope for regular orders without too many changes of specification;
- trade unions demand negotiation rights and full means of address for their members, etc.

Cyert and March suggested that most groups remain relatively passive so long as they receive satisfactory compensation (see also the concept of slack payments below) such as workers receiving adequate payment or shareholders receiving satisfactory dividends. However, although parts of the coalition might be bought off in this fashion, management is assumed to seek specific policy commitments and rewards.

Interestingly this approach does not see management as a single homogeneous group with common goals. Instead, it is seen as fulfilling different functional roles within the organisation. For example, we may have marketing managers and personnel managers; each of these managers, and the area of the firm in which they operate, may then have different goals and demands. The firm is commonly divided into the following functional departments:

- production and production development
- sales and marketing
- personnel
- finance.

Within the management group we can distinguish top management. It is the role of top management ultimately to set the goals of the firm. The firm is seen to have five main goals:

1. The product goal. This goal is of direct concern to the production department. It will wish for smooth and continuous production and the avoidance of either excess capacity (necessitating the lay-off of workers) or working above capacity and the inherent problems of overworking fixed capital, machinery breakdowns, etc. It may also be reluctant to implement too many design modifications to the product.
2 The inventory goal. Whilst holding inventories (stocks) of raw materials and finished products may satisfy the production and the sales/marketing departments respectively by avoiding the risk of running short of stock, it will displease the financial department who regard the holding of excessive stock as wasteful in tying up working capital.

3 The sales goal. This originates from the sales/marketing department and may be defined in terms of either sales revenue or sales volume. In either case there might be a conflict with profitability as these goals might, for example, be achieved through excessive advertising and/or price reductions. The need for more output to satisfy increased demand, and for increasingly innovative products to create demand, might cause conflict with the production and design departments.

4 The market share goal. The firm is clearly concerned with its market share and outperforming its rivals. Although this goal may be contained within the sales goal, it is likely to be a pivotal goal within the firm’s strategic planning.

5 The profit goal. Profit is clearly essential to satisfy shareholders and financial institutions. It also serves as a source of investment and growth, and as a fund for ‘slack payments’ and ‘policy commitments’ (see below). Excessive profit might not be viewed so positively by customers, suppliers, shop-floor workers and outside agencies including government.

The setting of targets for the above goals will necessitate senior managers bargaining with the various groups within the coalition, and they will attempt to satisfy as many demands as possible. Certain basic goals (e.g. the sales goal) may be acceptable to virtually the whole coalition, since without sales the firm will cease to exist. As we have seen, other goals can cause conflict. It is also interesting to note that over different time periods certain goals may be given more prominence. For example, the firm might become more sales or marketing orientated due to the current state of the market or the dominance within top management of those with a marketing background. At other times the firm might become more production orientated.

Where conflicts persist, top management might seek a degree of resolution by providing rewards to individuals above their opportunity cost. A manager, for instance, might receive a salary in excess of that required to keep them in the firm. Or the manager of a department might become reconciled by the provision of more luxurious office space, recreational facilities, expense accounts, etc. Such additional payments are referred to as slack payments.

Reconciliation might be also sought via policy commitments to provide additional resources to particular sections of the coalition, such as through upgrading computing facilities in the finance department, or purchasing a new fleet of cars for the sales department. Such policy commitments might be sequential in the sense that a department might not receive immediate funding yet be told it has been prioritised for future funding. Priority should be given to the most immediate problems. For example, the breakdown of machinery might necessitate immediate investment in production.

In essence, the firm is not seeking to maximise any of its goals. Instead, it has aspiration levels with regard to these goals and seeks ‘satisfactory’ overall performance: ‘satisfactory’ levels of production, inventories, sales, market share and profit. The firm is therefore seen as a ‘satisficer’ rather than a ‘maximiser’.

The undoubted strength of the behavioural approach is to concentrate upon the nature of decision making (and compromise) within a complex business organisation. In that sense there is certainly a strong degree of realism. A consideration of the influ-
ence of the whole range of stakeholders, both internal and external to the firm, upon decision making is also welcome and timely, given the recent emphasis upon stakeholders in business practice. However, the need to include such a wide range of variables makes the model difficult to test, and as with other alternative theories there is no real concentration upon the interdependence of firms within oligopolistic markets.

6.4 Conclusion

The traditional assumption of profit maximisation can certainly be questioned as regards the ability and willingness of firms to pursue such an objective. This question was brought particularly into focus with the divorce of ownership from control in modern joint-stock companies and the unlikelihood that constraints upon managers would force them to retain profit as their sole objective. Managerial theories set out alternative models of behaviour with management assumed to seek the maximisation of its own utility through, for example, the maximisation of either sales revenue or growth. The choice of such an objective then impacts upon the firm’s price and output. In contrast, the behaviourists focus upon the complexity of a modern business organisation and question whether the firm should be seen to have a single goal. Instead, there emerge a number of goals, with top management seeking satisfactory levels of attainment for each goal rather than a strategy of maximisation.

Nevertheless, in all our alternative theories, profit still plays an important role as a constraint upon managerial behaviour. It is also an important source of investment and future growth. Profit therefore remains pivotal in explaining the strategic decisions of the business organisation.

It is also relevant to distinguish between short- and long-run behavioural objectives of the firm. For example, although the firm might pursue a short-run strategy of sales revenue maximisation as a means of increasing market share (and in the short run be willing to sacrifice profit to do so), the long-term strategy might be to maximise profit. Specifically, having captured a larger share of the market and having eliminated, or taken over, much of the competition, the firm can then achieve the benefits of greater profitability. Profit-maximising behaviour could therefore remain as a long-term objective.

Case study

Investor power

In Section 6.2.3 we analysed the constraints upon managerial behaviour and noted that individual private shareholders generally exhibit relatively limited control upon management given the likely wide dispersion of shares between shareholders and their lack of real information and expertise. In contrast, financial institutions and pension funds were seen as being in a better position to influence management due to larger shareholdings and better knowledge of company practices and procedure.

In recent years, the UK has witnessed a growth in ‘shareholder activism’, particularly as major institutional investors have become increasingly vocal in their criticism of what they see as excessive executive pay and/or bonus packages, often in the context of relatively poor or average company performance. Major institutional investors
Case study continued

have often acted together to exert influence. For example, the Guardian, 27 October 2003, under the headline ‘Pension funds gather their forces’, reported that the National Association of Pension Funds (NAPF), whose members jointly controlled about a quarter of the stock market, were willing to offer their support to ‘mount assaults upon boardroom excess’. An alternative pressure group, the Association of British Insurers (ABI), effectively control a further quarter of the Stock Exchange.

Such activism has caused an increasing number of UK and UK-based firms either to back down in their proposals or else provide additional justification. For example:

- In April 2004, following pressure from the ABI and other shareholder groups, the advertising giant WPP was forced to change a controversial executive bonus scheme. Under the proposed scheme, top executives would have netted £112.5 million over five years, with £44 million potentially going to Chief Executive Sir Martin Sorrell. Following concessions – setting more stringent targets for the executives to earn their £112.5 million – WPP did eventually push through its pay plan even though 20 per cent of shareholders failed to back the scheme. At the conclusion of the eventual agreement, Sir Martin was quoted as saying, ‘Clearly the atmosphere has changed. There has been a media recession and there have been companies on both sides of the Atlantic that have had inexcusable behaviour.’ Despite the eventual agreement, PIRC, the pensions consultancy group, evidently noted that, ‘We still think the scheme affords excessive reward for average performance.’

- In October 2003, shareholders refused to sanction a proposal that Michael Green, then chairman of the Carlton television company, become chairman of the newly formed ITV plc, brought about by the merger of Carlton with Granada. In March 2004, shareholder groups, particularly the NAPF, called upon ITV plc to justify the £15 million ‘golden farewell’ to ex-boss Michael Green. Despite protests, however, Mr Green still walked away with £15 million in what was believed at the time to be largest pay-off given to a British executive.

- The Anglo-Dutch group Shell’s chief executive Philip Watts was forced to resign in March 2004 following pressure from major institutional shareholders, including UK fund managers Isis and Insight, together with Calpers, the giant Californian public pension fund. Although the campaign against Watt dated back to soon after he took over in 2001, the final straw was the admission that Shell had been exaggerating the size of its oil reserves. The problem for Watts was made worse by his having been head of exploration from 1996 to 2001, when the ‘mistakes’ were seen to have taken place. The unseating of Shell’s chairman was heralded by a headline in the Observer, 7 March 2004, proclaiming, ‘City claims its biggest trophy yet’. The article went on to say, ‘His unseating is spectacular because of Shell’s reputation for haughty disdain towards outside pressure.’

- In February 2004, after enduring a week of complaints from institutional shareholders, the UK Sainsbury’s supermarket chain performed what was generally seen to be a humiliating U-turn by cancelling the appointment of Sir Ian Prosser as chairman designate. Sir Ian’s proposed appointment was not generally welcomed by City investors who considered the declining fortunes of Sainsbury’s warranted a more ‘dynamic’ way forward.
Examples of such activism clearly go beyond the above ‘headline battles’. Indeed, and as reported in the Observer, 4 April 2004, PIRC, the corporate governance specialists, noted that 8 per cent of UK companies saw at least 20 per cent of shareholders vote against resolutions at their 2003 annual meetings. Many were forced to change key aspects of their governance – such as the length of directors’ service contracts or the terms of their share option schemes – to stave off a shareholder revolt.

Although the recent growth of shareholder activism is generally seen to have originated in the UK, where it now appears rife at virtually every annual meeting, activism is also spreading across the USA, and into such countries as France, Germany and Italy where ‘cosy corporatism’ was previously seen to provide natural immunity. A common theme, as in the UK, is the apparent excessive rewards provided to company executives, often in contrast to relatively poor returns to investors.

International examples of activism include:

- In March 2004, the Walt Disney entertainment group restructured its leadership after a major revolt by shareholders by splitting the roles of chairman and chief executive, thus reducing the power base of Michael Eisner, who formally held both positions. Mr Eisner remained Chief Executive, while former US senator, George Mitchell, became Chairman. Mr Eisner had previously been criticised in the financial press for poor strategic thinking and management, and had resided over a period where falling share prices had encouraged a failed hostile takeover bid by US cable giant Comcast. The demotion of Mr Eisner still did not appear to satisfy all shareholder groups. Indeed, Calpers, the same massive Californian pension fund holder referred to above in the example of Shell, and also a major share owner in Disney, was quoted as believing, ‘discontent is too wide and way too deep in the marketplace, and it has led us to believe that Eisner should go.’

- In France in May 2003, the chief executive of the mining group Rhodia only narrowly avoided a resolution calling for his sacking by making big concessions on his share options plan and composition of the board.

- In Canada, also in May 2003, institutions led by the Ontario Teachers’ Pension Plan voted against the appointment of all the directors of car parts group Magna, one of the country’s biggest companies.

- At Eurotunnel’s AGM in Paris on 7 April 2004, rebel shareholders of the Channel Tunnel operator secured overwhelming victory in their campaign to remove the existing chairman and chief executive, paving the way for a new all-French board to replace the previous Anglo-French board. This was the first time in French corporate history that private shareholders had succeeded in ousting the board of a major company. The AGM was a relatively rowdy affair, attended by approximately 5000 individual shareholders. Eurotunnel had run into financial trouble as rail passengers had fallen well short of the original optimistic predictions made when the Channel Tunnel was originally opened between the UK and France in 1994. The rebels had seen their shares tumble from £2.65 at flotation to 36p by the above AGM, and had never in the 17 years of the company’s life received even a whiff of a dividend. They now wanted new management to help cut the firm’s £6.4 billion debt, and thereby diminish the burden of interest payments, with the expectation that the UK and French governments be
persuaded to provide financial assistance. This exercise in shareholder activism, in contrast to other examples provided, was in effect carried through by smaller private shareholders, predominantly French, who owned 65 per cent of the shares. It was generally against the advice of major financial institutions. In fact, the NAPF, referred to above, criticised the rebel shareholders for failing to understand Eurotunnel’s business and legal structure. In particular, they criticised the rebels’ ‘unrealistic’ proposal to seek assistance from the UK and French governments as Eurotunnel’s founding treaty had purposefully specified private funding, barring the company from ever seeking government aid. At the present time (April 2004), the final outcome of the ‘French rebel takeover’ and the future direction of Eurotunnel remain somewhat uncertain.

How effective is the growth in shareholder activism, and is it here to stay? Bill Mackenzie, president of the corporate governance research group Fairvest, was reported in the Observer, 11 May 2003, as believing that dissent is increasing because, ‘Markets are down and everyone is looking for someone to blame. If markets were to rise again, it would be less of an issue.’ This remains to be seen. There is certainly continuing evidence of the growing involvement in company affairs of the major financial institutions, often working through such groupings as the NAPF and ABI as referred to earlier. Such bodies rarely attend the AGMs favoured by small investors, lured by their ‘free lunches and goodie bags’, preferring instead private discussions with key directors at private lunches. It has been noted, however, that large professional shareholders have perhaps been spending far more time contemplating companies’ boardroom structures and salaries rather than sales growth and profit margins. If so, this does not in itself ‘solve’ the issue of a ‘divorce of ownership from control’ as noted in Section 6.2.2 and certainly does not ensure profit-maximising behaviour. Nevertheless, curbing excessive executive pay and/or bonus packages, and seeking a greater correlation to company performance, should be to the long-term benefit of the company and its shareholders.

The current 2004 UK Labour government certainly appears willing to encourage shareholder activism, emphasising the need to maintain the recent increasingly robust stance taken by investors to rewards for poor performance. A key measure under consideration is said to be legislation requiring City fund managers to reveal their voting records at company AGMs in the belief that a compulsory publication of voting records would ensure fund managers voted more frequently, thereby encouraging them to be more active. It is further believed that such a measure would be better than more intrusive and heavy-handed legislation impacting more directly upon executives and company boards. In general, although the Labour government did introduce laws requiring companies to offer shareholders a vote on annual remuneration reports – credited as a key factor underpinning recent shareholder revolts – it has largely avoided formal legislation. Note that in this context (and as referred to in the mini case ‘Non-executives: Are you independent?’), the report by Sir Derek Higgs only provided firm guidelines. It fell short of formal legislation. Nevertheless, it is possible that current or future governments might seek further legislative powers, particularly if the ‘excesses’ of company boards are seen to continue.

Examples of shareholder activism are clearly becoming increasingly common in both the UK and abroad. Keep your eyes on the financial press to study future cases.
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Review and discussion questions

1. Outline the main difficulties faced by a firm seeking to maximise profit.
2. Examine the problems faced by shareholders in controlling the behaviour of a firm.
3. Baumol’s model of sales revenue maximisation assumes managers to be faced by a profit constraint. What determines the size of this constraint and would it be a precise figure?
4. Use an appropriate diagram to show the distinction between an operational and a non-operational profit constraint in Baumol’s model.
5. Managers in Williamson’s model of managerial utility maximisation are assumed not to have a neutral attitude towards cost. What does this mean and how does it impact upon the firm?
6. Provide examples of how short-run non-profit-maximising behaviour can often be consistent with maximising long-run profits.

Assignments

1. Find and analyse any recent evidence in financial newspapers and reports supporting the proposition that shareholders, acting either individually or collectively, can have a real impact upon the behaviour of the firm.
2. Do you believe that behavioural theories of the firm are intrinsically more realistic and provide greater insights into the behaviour of firms than other theories?
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CHAPTER 7
Market structures
Chris Britton

Objectives
1 To consider two different ways of characterising markets and industries: the Structure–Conduct–Performance approach and Porter’s five-forces model.
2 To discuss the factors which influence market structure.
3 To give the reader an understanding of current market structure in theory and in practice.
4 To look at how current market structure affects future market structure.
5 To examine the relatively new approach of contestable markets.

7.1 Introduction

It is important to look at the structure of markets or industries for at least two reasons. First, structure affects the way in which firms behave and their performance. For example, the behaviour of firms in a highly competitive market will be quite different from that of firms which face little or no competition. Thus it is important for firms themselves to know and understand the market structure in which they operate. Second, an assessment of market structure is also important in the formulation of strategic policies. This chapter starts with a consideration of two approaches which have been used to characterise and analyse markets or industries: the Structure–Conduct–Performance approach and Porter’s five-forces model. The chapter then goes on to look at alternative market structures from both a theoretical and an empirical viewpoint.

7.2 The Structure–Conduct–Performance approach

The Structure–Conduct–Performance (S-C-P) approach was first proposed by Mason (1939) as a means of analysing firms and markets;¹ his ideas were later modified by his student, Bain (1956).² The S-C-P approach is clearly rooted in neo-classical economics, where firms are assumed to maximise profits, consumers are assumed to maximise utility and markets tend towards a position of equilibrium. The traditional S-C-P model argues that basic market conditions and structural factors in an industry will determine the conduct of firms in that industry and these in turn will determine the performance of the industry’s businesses. Figure 7.1 illustrates the simple S-C-P approach.
Basic market conditions and structural factors include:

- the nature of the product, for example, is it a good or a service, is it homogeneous or differentiated?
- cost conditions;
- the existence of economies of scale and scope;
- the number of sellers and their relative sizes, i.e. seller concentration;
- the number of buyers and their relative sizes, i.e. buyer concentration;
- entry and exit conditions in the market;
- demand conditions in the market.

Conduct factors would include:

- pricing policies
- marketing and advertising strategies
- financing policies
- the degree of competition or cooperation between firms
- output decisions
- extent of research and development and innovation
- growth and merger behaviour.

Performance factors include:

- productive efficiency
- profitability
- the size and growth of industry output
- the development of products and technology.

Some basic market conditions, such as demand and cost factors, have already been considered (see Chapters 3 and 5). Other structural factors will be considered in more detail in this chapter. Conduct and performance factors will be examined in Chapter 8.

There are many criticisms of the S-C-P approach (see below), but despite these it remains a much used and useful framework for the classification and analysis of industries. Its main advantages are that it is a simple framework, easy to understand and apply, and it is not industry-specific and can therefore be used on different industries and for comparative purposes.

### 7.2.1 Criticisms and alternatives to the S-C-P approach

The simple monocausal S-C-P approach assumes that structure determines conduct which in turn determines performance. Structure is exogenously determined and so the S-C-P approach tells us nothing about what shapes market structure. It is evident that this approach is a simplification of the real world since past conduct and performance will clearly affect present structure: for example, if the level of merger activity in an industry is high, then concentration will be rising and market structure will change. Thus there will be reverse linkages (see Figure 7.2).
Some factors could be regarded as both conduct and structural factors: for instance, advertising is a conduct variable since firms decide what level of advertising they should have, but it also constitutes a barrier to entry for new firms and therefore could also be included under the heading of structure.

The S-C-P approach is only useful for analysing single-product firms since it is market/industry-specific. Many firms are multi-product, diversified firms.

There have been a great number of empirical studies of the S-C-P approach over the years. These have mainly concentrated on testing the link between structure (measured by the concentration ratio or barriers to entry or product differentiation) and performance (nearly always measured by profitability). These studies and others have indicated a link between structure and performance but they have not been totally conclusive. The choice of only one performance indicator does not tell the whole story and, like all econometric studies, suffers from econometric problems such as omitted variables and mis-specification of functional forms. Profitability is chosen because of the ease of measurement but also because it is in keeping with the neo-classical theory of the firm where the main objective of the firm is profit maximisation. Once some discretion is allowed in the setting of objectives by the firm, the link between structure and profitability will be weakened.

The concentration on the empirical testing of the link between structure and performance has served to downgrade the importance of conduct within the S-C-P approach. Although this is entirely in keeping with the neo-classical approach, which sees the firm as powerless in the face of market forces, it runs contrary to more recent developments in the area of strategic management (see Chapter 15). The new industrial organisation approach reverses the S-C-P approach completely by postulating that conduct is the main determinant of structure and performance, and that conduct is exogenously determined.

A further critique of the S-C-P approach comes from contestable markets theory. This argues that it is potential competition which influences conduct and performance not the actual level of competition in a market. The threat of entry can force incumbent firms to behave in a certain manner even if the potential entrants do not enter. Thus actual market structure is not that important in the determination of conduct and performance.

Despite these not inconsiderable problems, the S-C-P model has endured and is still used in the industrial economics literature to analyse and classify industries.
7.3 Porter’s five-forces model

Porter’s five-forces model can also be used to classify and analyse industries. It incorporates the same factors as the S-C-P model but characterises them under different headings. The model posits that the structure of an industry and the ability of firms in that industry to act strategically depend upon the relative strengths of five forces: current competition, potential competition, threat of substitutes, the power of buyers and the power of suppliers. Thus it is a tool which can be used both to analyse current market position and in the formulation of strategic policies (see Chapter 15).

7.3.1 Current competition

This refers to the amount of competition which exists in the market at the present time – in business economics, this is most commonly measured by the number of firms which operate in the market/industry. The higher the number of firms in a particular market, the higher will be the level of current competition. In the same way as in the S-C-P approach, this will impact upon the conduct and performance of the firms in the industry. Current competition is considered fully later in this chapter but it should be remembered that even in industries where there is a small number of firms, the existing firms might act in a competitive way simply because of the threat of competition.

7.3.2 Potential competition

It is possible that firms in an oligopolistic market (see below) may act in a way more consistent with perfect competition (see below) because of the threat from potential competition. This threat will be determined by the existence of and the height of barriers to entry and exit. Barriers to entry are factors which prevent or deter new firms from entering the industry. Barriers to exit refer mainly to the cost of leaving an industry. The higher the barriers to entry and exit, the lower will be the threat of entry and therefore the effect of potential competition.

Barriers to entry can be ‘innocent’ or can be deliberately erected. Economies of scale can be regarded as innocent barriers to entry since they are inherent in the production process. Advertising or branding could be seen as deliberately erected barriers since they increase the expense of any firm wishing to enter the industry. When innocent barriers to entry and exit are low, potential competition will be high and firms within such a market face the choice of accepting entry or deliberately erecting some barriers. This is an example of strategic behaviour on the part of firms; whether it is attempted or not depends upon the likelihood of success and the relative costs and benefits. Game theory can be used to evaluate such strategic possibilities (see Chapters 8 and 14 and also the case study at the end of this chapter).

7.3.3 Threat of substitute products

This largely depends upon the nature of the good being traded in the market and the extent of product differentiation. It has a clear impact upon market structure because if there are no substitutes for a good, the producer of that good will face little competition and have a great deal of market power. Much of the expenditure by firms on differentiating their products is designed to reduce the threat from substitute products.
7.3.4 The power of buyers

The power of buyers will vary from market to market. There will be some markets with many buyers, as in retailing, and there will be some (e.g. car parts manufacture) where there are few buyers. A market in which there is only one buyer is called a monopsony, and it is the buyer who will have a great deal of market power rather than the seller. It is possible to put together the seller and buyer characteristics of a market in order to predict conduct and performance. For example, a market which consists of a single buyer and a single seller will have quite different characteristics from a market which has many buyers and sellers. In markets where there are strong sellers and weak buyers, the producers’ power can be offset by the establishment of consumer advice centres or watchdog bodies, as in the privatised former public utilities.

7.3.5 The power of suppliers

As with the power of buyers, this is likely to vary a great deal between markets, depending upon the nature of the product being supplied. For example, is the product highly specialised? Is the same or a similar product available from elsewhere? How important is the product in the production process? Is it possible to produce the product in-house? The importance of good and reliable supplies has assumed greater significance since firms have started to adopt just-in-time production methods. Reducing stock levels to reduce costs can only be effective if firms can depend upon their suppliers; hence there has been the development of partnership sourcing as firms develop long-term relationships with their suppliers.

Mini case

Book retailing on the internet

A recent Keynote report (Book Retailing on the Internet, February 2004) estimated that the total book market in the UK was worth £3 billion in 2003 but that only 6 per cent of those books were purchased over the internet. Porter’s five-forces model provides a useful structure for investigating this market.

Current competition

There are a number of book retailers on the internet but the clear market leader is Amazon.co.uk which holds 85 per cent of the market. Table 7.1 shows the top five with their respective market shares:

<table>
<thead>
<tr>
<th>Rank</th>
<th>Name</th>
<th>Domain</th>
<th>Market share (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Amazon UK</td>
<td><a href="http://www.amazon.co.uk">www.amazon.co.uk</a></td>
<td>85.28</td>
</tr>
<tr>
<td>2</td>
<td>WHSmith.co.uk</td>
<td><a href="http://www.whsmith.co.uk">www.whsmith.co.uk</a></td>
<td>2.43</td>
</tr>
<tr>
<td>3</td>
<td>Books Direct</td>
<td><a href="http://www.booksdirect.co.uk">www.booksdirect.co.uk</a></td>
<td>2.28</td>
</tr>
<tr>
<td>4</td>
<td>Abebooks.co.uk</td>
<td><a href="http://www.abebooks.co.uk">www.abebooks.co.uk</a></td>
<td>1.12</td>
</tr>
<tr>
<td>5</td>
<td>World Books</td>
<td><a href="http://www.worldbooks.co.uk">www.worldbooks.co.uk</a></td>
<td>0.68</td>
</tr>
</tbody>
</table>

Source: Hitwise.
In neo-classical economics, market structure essentially means the number of firms which operate in an industry. There could be many firms, where the level of competition will be very high, or very few, where the level of competition is low. Clearly, such markets will have different characteristics and give rise to quite different behaviour. It is important for businesses to know as much as they can about the market structure in

**Mini case continued**

**Potential competition**

Many of the leading high street retailers have started their own online book service – WH Smith, Borders and Waterstones, for example. These have not yet had a great impact on the position of Amazon, as Table 7.1 shows, but as they are well-established brand names, their impact may be greater in future. The major supermarkets have also started to stock books, often at very low prices. This again is likely to impact upon internet sales, as books can be purchased at the same time as the weekly shopping. Furthermore, with technological advances, it is possible that book publishers may enter the online market.

**Substitutes**

Although there are no substitutes for books, there has been a growth in the popularity of e-books. These are books which have been digitalised and can be downloaded on a computer with an appropriate reader device such as Adobe Acrobat. Although the demand for e-books is still low in the UK, growth is expected from the academic sector, so that students using e-books at university might continue to use e-books in the future.

**Power of buyers**

It is estimated that 48 per cent of households in the UK have access to the internet at home and a similar percentage have access at work. This means that internet purchase is at least technically possible for most people. There is also evidence that the type of person purchasing over the internet is widening in terms of age and income. The main impediment to the more widespread use of the internet is the possibility of credit card fraud. The demand for books received a boost during 2003 with the BBC’s Big Read campaign and the reading group featured on the Richard and Judy TV show.

**Power of suppliers**

In the UK, there are three main book suppliers – Bertram Books, Gardeners and Total Home Entertainment. A major problem facing suppliers is the possibility of over-supply of titles so that the number of books which need to be remaindered will be very high. Advances in technology which mean that titles can be printed on demand might reduce the costs associated with this.

It is the view of the Keynote report that the market for online purchase of books will continue to rise steadily to reach 8.5 per cent by 2008 and that Amazon will continue to be the market leader. The five-forces analysis above backs up this view as nothing has been identified under any of the five headings which is likely to change the market.

**7.4 Market structure in theory**

In neo-classical economics, market structure essentially means the number of firms which operate in an industry. There could be many firms, where the level of competition will be very high, or very few, where the level of competition is low. Clearly, such markets will have different characteristics and give rise to quite different behaviour. It is important for businesses to know as much as they can about the market structure in
which they operate, both in order to understand current market conditions and to formulate strategic policy in the future. The two extremes of market structure are perfect competition (where there are many firms) and monopoly (where there is only one). Between these two extremes lie other market structures, two of which – monopolistic competition and oligopoly – are also considered in this chapter (see Figure 7.3).

The characteristics of each of these market structures and the implications of structure for behaviour and conduct will be examined. Since oligopoly is the most realistic and common market structure, it will be considered in more detail than the others. In the whole of this section, it is assumed that the objective of the firm is to maximise profit, in keeping with neo-classical economic theory.

### 7.4.1 Perfect competition

This theoretical market structure lies at one end of the continuum of competition – the most competitive end. The conditions which are necessary for perfect competition to exist are as follows:

- There must be many buyers and sellers: therefore no one buyer or seller has any market power.
- The product is homogeneous, i.e. each firm in the industry sells an identical product.
- Everyone has perfect knowledge in the industry: consumers know that the product is homogeneous, firms know the cost conditions of all other firms, etc.
- There is perfect mobility in the market – for consumers and factors of production.
- There must be free entry and exit to and from the market.

These conditions mean that although the total demand curve for the product will be downward sloping, the demand curve facing each individual firm is horizontal – it can sell as much as it likes at the prevailing market price ($P_m$ in Figure 7.4). It cannot charge a higher price since perfect knowledge would mean that consumers would go elsewhere to buy the product. The price would not be lower since, if the firm can sell all it wants at the prevailing price, there is no point in reducing price below this level. Therefore the demand curve facing the firm is perfectly elastic (see Figure 7.4) – the firm is a price-taker.

The individual firm does not have the power to affect prices since its supply is small in comparison to the total market supply. It therefore only has to decide what level of output it should produce. Even this decision is largely a foregone conclusion since this depends upon the costs of the firm. If the organisation is attempting to maximise profits, it will produce the level of output at which marginal cost equals marginal revenue (see Chapter 5). Figure 7.5 shows the short-term and the long-term equilibrium positions of the firm in perfect competition.
Our analysis in Chapter 5 is appropriate at this point. As the market price is fixed, marginal revenue (the revenue gained from selling one more unit) will be equal to price, therefore the demand curve is also the MR curve. Superimposed on this are the firm’s average cost and marginal cost curves which are assumed to have the normal U-shape. The firm will set MR = MC and the resultant output will be Q. In the short run the firm will be making abnormal profits, since AR is higher than AC – the shaded area in Figure 7.5. This position cannot be sustained in the long run, however, because there is perfect knowledge in the market. Other firms will see these abnormal profits, and as there are no barriers to entry, they are free to join the market. Market supply will be increased, price will fall (P_L) and abnormal profits will be competed away. The long-run position of equilibrium is also shown in Figure 7.5. Price will not fall to a level lower than P_L as this would incur losses and, using the same line of argument, this would cause firms to leave the industry. Market supply would fall this time and price would rise.

So far, it has been assumed that cost curves are identical for each firm which goes back to the neo-classical idea that there is such a thing as a ‘representative’ firm. If this highly unrealistic assumption is relaxed, the long-run equilibrium position is where the marginal firm is just making normal profits.
The implications for behaviour and performance in perfectly competitive markets are as follows:

- no advertising, as the product is homogeneous and everyone knows this;
- no product differentiation;
- one prevailing market price determined by market demand and supply;
- no market power over price on the part of any individual buyer or seller;
- no abnormal profits in the long run – they will be competed away.

Clearly, in practice, the concept of perfect competition is highly unrealistic; it is impossible to think of a market where all of the conditions hold. The foreign exchange markets could be an example – the product (currencies) is homogeneous, there are many buyers and sellers (although some are very powerful) around the world, it is relatively easy to get information, but there is not perfect mobility and there are barriers to entry and exit. A fruit and vegetable market is again a close example of perfect competition, since the product will be relatively homogeneous, there is a high degree of mobility and knowledge, but again there are barriers to entry and exit. Although unrealistic, the theory does provide a benchmark in the spectrum of competition. It also has implications for the direction of government competition policy (see Chapter 11), since the implications of perfect competition for the behaviour and performance of firms compared to other market structures appear very desirable from the viewpoint of the consumer.

7.4.2 Monopoly

Monopoly as a market structure lies at the other end of the spectrum of competition: it is the least competitive market structure. The characteristics of monopoly in its purest (or absolute) form are:

- only one supplier of the product in the market
- no substitutes for the product
- the existence of barriers to entry and exit.

The monopolist firm has the power to fix the price of the product (i.e. be a price-maker) or the quantity offered for sale, but it cannot determine both since it cannot determine the demand for its product. As there is only one producer in the market, the market demand and the demand curve for the monopolist is the same and it is downward sloping (see Figure 7.6).

Equilibrium is shown in the diagram at point A where marginal cost equals marginal revenue. This determines the price at which the product is sold \( P_0 \) and the quantity sold \( Q_0 \). Abnormal profits are being made (the shaded area) which are not competed away because of the existence of barriers to entry which prevent other firms from entering the market. The power of the monopolist depends upon the availability of substitutes and the existence and height of barriers to entry.

In a pure monopoly there would be:

- no spending on advertising – a waste of resources since there is only one supplier and no substitutes;
- a great deal of market power – to determine either price or quantity produced;
- price discrimination – since different customers can be charged different prices for the same product;
- abnormal profits – which can persist in the long run because of barriers to entry.
As with perfect competition, it is again hard to think of examples of pure monopolies since most products have substitutes. For example, British Rail at one time had the monopoly on rail travel in the UK but there are other forms of transport. The old public utilities are perhaps the closest examples of monopolies – the barriers to entry are the massive economies of scale which make these industries naturally monopolistic.

7.4.3 Monopolistic competition

This was a model proposed by Chamberlain and Robinson in the 1930s. It was an attempt to make economic theory more realistic since it is a market structure which combines elements of both perfect competition and monopoly. The conditions for monopolistic competition are the same as for perfect competition except that the product is no longer homogeneous; there is some product differentiation. This may be real or imagined.

Each producer is therefore a ‘monopolist’ in their own product and will face a downward-sloping demand curve, but, because of the availability of close substitutes, this will be fairly elastic. The greater the level of product differentiation, the more inelastic will be the demand curve. The short-run and long-run positions of the industry are shown in Figure 7.7.

In the short run, abnormal profits are being made (the shaded area) but as there is perfect knowledge and no barriers to entry, new firms can enter the market. This pushes the demand curve to the left and it becomes more elastic due to greater competition so that in the long run no abnormal profits are being made.
The implications of this type of market structure for behaviour and performance of firms is as follows:

- some spending on product differentiation;
- some spending on advertising and branding;
- some small differences in price;
- no abnormal profits in the long run.

7.4.4 Oligopoly

An oligopolistic market is one where there is a small number of large producers. A small number is usually regarded as anything between two and ten firms – a market where there are only two producers is called a duopoly. Oligopolies are very common as market structures; they dominate the manufacturing sector of the economy. For example, both the soap powder and the tobacco industries are duopolies. Oligopolies are characterised by high interdependence in decision making between the firms which makes theoretical analysis difficult. Firms in oligopolies cannot take decisions without taking into account the possible reactions of their competition. Pricing decisions, for example, will therefore depend upon demand conditions, cost conditions and also the pricing strategies of competitors (see Chapter 9). As the reactions of competitors are not known beforehand, there is a degree of uncertainty which makes precise determination of equilibrium price and output impossible. Non-collusive oligopoly is where decisions are taken independently by firms, although they do need to take into account the possible reactions of their competitors. Collusive oligopoly is where firms collude in some way to determine price and/or output. Collusion can either be explicit, through formal arrangements like a cartel, or implicit, as in price leadership. Both of these are considered later.

Oligopolistic markets tend to have high barriers to entry which protect the position of the incumbent firms – as indicated previously, these barriers can be ‘innocent’ or deliberately erected. The observed characteristics of oligopolies are:
• interdependence in decision making
• ‘sticky’ prices
• much non-price competition.

The ‘kinked demand curve’ was developed by Hall and Hitch (1939)\(^9\) and Sweezy (1939)\(^10\) to try to explain the ‘sticky’ price level often observed in oligopolistic markets (see Figure 7.8).

Assume that the market price is \(P\). A firm in an oligopolistic market is unlikely to increase the price of its product above \(P\) since it assumes that its competitors will not increase their price and therefore it will lose customers to the firms where price is now relatively lower. It will also lose market share. The firm therefore faces a fairly elastic demand curve at prices above \(P\) – any increase in price will result in a more than proportionate fall in quantity demanded since consumers will buy from the other firms who have not increased their price. At prices below \(P\), the firm assumes the opposite – if it reduces price, it assumes that the other firms in the market will follow suit and all firms will be worse off since market share will be unchanged but with a lower price. Thus in oligopoly, once determined, price tends to be ‘sticky’ as firms will not increase price and lose market share or reduce price and start a price war.

The kinked demand curve recognises the interdependence which exists in oligopoly and explains why prices tend to be sticky but tells us nothing about what determines price in the first place. As suggested above, price could be determined by collusion between firms either explicitly or implicitly.
OPEC was formed in 1960 as a cartel of the major producers and exporters of crude petroleum. It did not have much impact upon the market until the 1970s when it enforced massive increases in the price of oil. By restricting the output of oil it was possible to force up the price and maximise the profit of OPEC, as Figure 7.9 shows.

In Figure 7.9, DD is the market demand for oil and, as expected, is fairly inelastic in shape. MC is the marginal cost curve of oil and is assumed to be constant over all levels of output. Point A represents the pre-1973 equilibrium point and the corresponding price of oil was $P_1$ – this is slightly above the competitive level but far below the

---

**Key concept: Cartels**

A cartel is an association of independent producers who come together to regulate prices by restricting output or production. A cartel can be international, national or even regional. In effect, the firms are working together as though they were a monopolist – by restricting output and increasing prices, they can earn maximum profits. Cartels are illegal in most countries and so the best examples tend to be international organisations which transcend national laws (e.g. the Organisation of Petroleum Exporting Countries (OPEC)). Inherent in the operation of cartels is an incentive for countries to cheat so that individual countries gain at the expense of other members of the cartel. The operation of OPEC and the incentive to cheat is considered in the mini case on p. 224.
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OPEC was formed in 1960 as a cartel of the major producers and exporters of crude petroleum. It did not have much impact upon the market until the 1970s when it enforced massive increases in the price of oil. By restricting the output of oil it was possible to force up the price and maximise the profit of OPEC, as Figure 7.9 shows.

In Figure 7.9, DD is the market demand for oil and, as expected, is fairly inelastic in shape. MC is the marginal cost curve of oil and is assumed to be constant over all levels of output. Point A represents the pre-1973 equilibrium point and the corresponding price of oil was $P_1$ – this is slightly above the competitive level but far below the
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![Figure 7.9 The operation of a cartel](image-url)
monopoly price level. In 1973, OPEC exercised its market power by restricting output to $Q_2$. As a result, the price of oil rose to $P_3$, close to the monopoly price (not up to the monopoly price since there were other oil-producing non-members). The price of oil rose from around $2.50 per barrel to $12.00 per barrel. The shaded areas represent the pre- and post-1973 profit levels. It can be seen that the successful operation of a cartel can substantially increase profits to members.

**Mini case**

**OPEC**

The power of OPEC to raise prices depends upon its ability to restrict the supply of oil to $Q_2$ in Figure 7.9. If there are non-members of OPEC who produce and export oil, then supply cannot be restricted to $Q_2$ and the higher price therefore cannot be maintained. The same thing will happen if any members of OPEC cheat and increase their production levels above their specified quotas. The problem with cartels is that there is an inherent incentive to cheat, since if one country exceeds its quota, its profitability will be increased at the expense of other countries. Such cheating was commonplace in OPEC from the late 1970s onwards. In addition to these internal disagreements, the very success of OPEC in raising prices in 1973 sowed the seeds of its own demise, as higher prices encouraged energy saving and the search for alternative sources and forms of energy. As a result of these two forces, since the 1980s, the price of oil has fluctuated considerably. In January 1999, the price of oil stood at less than $9.00 per barrel.

In 1999, OPEC once again exercised its power over the market by announcing restrictions in the supply of oil. At the Vienna conference in March 1999, OPEC agreed to cut back on the production of oil by 4.3 million barrels of oil per day for one year. With a world supply of oil of around 75 million barrels per day, such a cutback in supply can have dramatic effects on the price of oil. Almost immediately after the announcement (and even before the cutback in supply had been made), the price of oil rose from $9 per barrel in January 1999 to $15 per barrel in May 1999 and peaked at $32 per barrel in 2000 – the highest price for over ten years.

In 2000, it was agreed that the target price for oil would be between $22 and $28 per barrel. If the price of oil went below this band for a period of time, OPEC would reintroduce quotas and if the price strayed above this band, production would be increased. If OPEC was successful in this strategy, there would be stability in oil prices, but as always there was much internal disagreement about the quotas within OPEC. Quotas are not the same as production and in the past there has been widespread quota breaking. Within OPEC, however, there are the ‘doves’, who are more sympathetic to the views of the non-oil producing countries and might break the quotas, and the ‘hawks’, who are not. Saudi Arabia has moved from being a dove to being a hawk due to the need for higher oil revenues to support a growing population.

In April 2004, the price of a barrel of oil stood at over $38 per barrel, well in excess of the target price range. One of the main reasons for this was the Iraq crisis – the invasion of Iraq in 2003 led to much greater instability in oil supplies. In addition to this, the fall in the value of the dollar reduced the revenue earned from selling oil as oil prices are designated in dollars. For this reason, and despite this high price, in April 2004, OPEC announced further cutbacks in production which could cause the price of oil to rise above $40. This occurred in May 2004.
The success of OPEC in the 1970s sowed the seeds of its own downfall. On the one hand, higher prices of oil encouraged energy-saving and the search for alternative sources of energy. On the other hand, although cartels increase the profits of the group as a whole, there is an inherent incentive to cheat. If any one member of the cartel produced more than their agreed quota, their profitability would be increased, but at the expense of other members of the cartel. This is exactly what happened in OPEC and as a result the price of oil has fluctuated considerably since the 1980s.

Price could also be determined through price leadership, where the biggest, most powerful or lowest-cost firm sets a price and all other firms in the industry follow suit. To a large extent, prices will depend upon the barriers to entry which exist. If these are low and the threat of entry is therefore high, the prevailing price might be little higher than the competitive price would be.

In oligopolies there is little price competition; the product is sold mainly through non-price competition such as branding, advertising, special offers and free gifts. The implications of oligopoly for behaviour and performance are as follows:

- high advertising and branding
- a tendency to price rigidity
- much non-price competition
- abnormal profits can exist.

Key concept: Market structure

The term ‘market structure’ refers to the characteristics of a market which influence the nature of competition and pricing. Traditionally, the most important characteristics of a market have been the number of buyers and sellers. Using this concept of market structure, four examples have been considered in the text and these can be thought of as lying along a continuum ranging from many sellers at one end (perfect competition) and only one at the other (a monopoly). Market structure is not just about the number of firms operating in the market: there are other characteristics which are important – the existence and height of barriers to entry, for example. The existence of low barriers to entry could force firms to act in a competitive way even if there are few firms operating in the industry because of the threat of new entry. Porter’s five-forces model looks at all of the characteristics which influence a market.

7.5 Market structure in practice

7.5.1 Seller concentration

Market structure as defined by economic theory can be measured in several ways. The concentration ratio measures the percentage of a market or industry accounted for by the largest firms. It can be measured for employment, output or value-added. The choice of the number of firms is arbitrary but commonly three or five is used. A three-firm concentration...
ratio of 0.5 (or 50 per cent) means that the biggest three firms in the market or industry together account for 50 per cent of employment/output/value-added in that industry. In the UK, for instance, five-firm concentration ratios were published by the Office for National Statistics in the Annual Census of Production up to 1992 by industry. Table 7.2 shows selected five-firm concentration ratios for 1992 for illustrative purposes.

Table 7.2 Five-firm concentration ratios for selected industries in the UK (1992)

<table>
<thead>
<tr>
<th>Industry</th>
<th>Employment (%)</th>
<th>Output (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sugar and sugar by-products</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Tobacco</td>
<td>97.7</td>
<td>99.5</td>
</tr>
<tr>
<td>Asbestos goods</td>
<td>90.5</td>
<td>89.8</td>
</tr>
<tr>
<td>Production of manmade fibres</td>
<td>88.6</td>
<td>92.7</td>
</tr>
<tr>
<td>Spirit distilling and compounding</td>
<td>74.9</td>
<td>63.1</td>
</tr>
<tr>
<td>Ice cream, cocoa, chocolate and sugar confectionery</td>
<td>61.4</td>
<td>69.8</td>
</tr>
<tr>
<td>Domestic-type electrical appliances</td>
<td>56.2</td>
<td>55.2</td>
</tr>
<tr>
<td>Pharmaceutical goods</td>
<td>31.5</td>
<td>43.5</td>
</tr>
<tr>
<td>Leather goods</td>
<td>12.4</td>
<td>16.1</td>
</tr>
<tr>
<td>Executive recruitment(^\text{11})</td>
<td>5.0</td>
<td>10.0</td>
</tr>
</tbody>
</table>

*Source: Adapted from Census of Production, Office for National Statistics © 1992, Crown Copyright material is reproduced with the permission of the Controller of HMSO and the Queens Printer for Scotland.*

Although concentration ratios are only shown for a small selection of industries, it can be seen that there is a great deal of variation in the degree of concentration across industries. Only one service industry is listed because of the unavailability of data relating to the service sector.

The \( n \) firm concentration ratio is simple to calculate, easy to understand and is readily available for many industries from the Census of Production. It does, however, have some problems. First, the choice of \( n \) is entirely arbitrary – it is possible that three or five is inappropriate for certain industries. Second, the concentration ratio tells us nothing about the number of other firms in the industry – are there only two or are there 100? Similarly, the concentration ratio tells us nothing about the market shares of the biggest \( n \) firms. For example, if the five-firm concentration ratio is 0.5, does each firm have 10 per cent of the market or does one firm have 45 per cent of the market and the other four firms share the remaining 5 per cent? Clearly, the two latter points are important when predicting conduct and performance. Third, the general scarcity of any sort of data on the service sector means that concentration ratios are not published for many service industries.

A measure of concentration which overcomes some of these problems is the Herfindahl index (HI). This measures concentration by summing the squared market shares of all of the firms in the industry. This has the benefit of including all firms in the industry and as the market shares are squared it gives increased importance to the larger firms. The HI is shown as a decimal: the largest value it can take is 1 where there is a single producer in the industry and the smallest value is \( 1/n \) where \( n \) is the number of firms in the industry. This would be where there are a large number of firms which are exactly the same size. Although this measure overcomes the problems of the simple concentration ratio, it is much more difficult to calculate and to understand. Other ways of measuring concentration include the Lorenz curve and the Gini coefficient\(^\text{12}\). A general
problem which applies to all measures of concentration is that if the level of imports in a market is high, measuring domestic concentration tells us little about market structure. A prime example of this would be the car industry in the UK – to look only at UK car producers would give a very unrealistic picture of the level of competition in the market.

The level of concentration in an industry is important because concentration gives firms market power and has implications for the conduct and performance of firms in the industry, as we have seen above. It would be expected that high levels of concentration would mean that the firms in those industries have greater market power, prices would be higher, abnormal profits would be likely and there would be greater interdependence in decision making. It is, however, an imperfect measure of market structure since it only looks at one side of the equation – the number of sellers in a market. There are other things which are equally important in determining what conduct and performance will be. In Porter’s model there are five forces which determine the structure of the market. Seller concentration is a measure of the number of firms in a market (or inter-firm rivalry) and it is only one of the forces. To look only at seller concentration is to ignore the other four forces, all of which can have an impact. These have already been considered briefly; further consideration is given below.

7.5.2 The threat of new entry

The second of Porter’s five forces is the threat of new entry. The measures of concentration considered above gauge the degree of actual competition in the marketplace, but this might not be a good indicator of the behaviour of firms in the industry. If the threat of new entry is high, firms in an oligopoly might act in a way consistent with perfect competition because of the threat of potential competition. Thus, potential competition as well as actual competition affects conduct and performance. The threat of new entry is largely determined by the presence and height of barriers to entry and exit.

As indicated previously, entry barriers are obstacles which prevent or deter the entry of firms into an industry. There are several sources of barriers to entry:

**Economies of scale**

Scale economies have been discussed in some detail in Chapter 5 but are worth mentioning here. As we have seen, some production processes are subject to economies of scale. As firms grow in size, or as the scale of production increases, certain economies occur which serve to reduce the average cost of production. In Figure 7.11 (later), the downward-sloping part of the curve shows economies of scale or falling average cost. Economies of scale reduce average cost and therefore benefit the producer and also the consumer if they are passed on in lower prices (see also Figure 5.11 earlier).
increasing the **scale of production**. The long-run average cost curve (LRAC) shows the least cost methods of producing each level of output.

In Figure 7.10 the short-run average cost curves (SRAC) show the average cost curves which face the firm at three different levels of capacity. The lowest point on each of these represents the lowest cost (or most efficient) way of producing that level of output. The LRAC is tangential to each of the SRAC curves as it represents the lowest cost methods of producing each level of output. It shows what happens to average cost as the scale of production rises.

![Figure 7.10 The long-run average cost curve](image)

**Figure 7.10** The long-run average cost curve

As Figure 7.10 shows, at least to begin with, as capacity increases, costs will fall. This is because of the presence of economies of scale which are discussed at length in the text. The lowest point of the LRAC curve shows the minimum efficient scale of production (MES) – the level of output at which all economies of scale have been exhausted. The upward-sloping part of the LRAC curve represents diseconomies of scale, which are factors which give rise to increasing average costs as output increases beyond a certain scale of production. Diseconomies of scale mainly stem from the problems associated with managing a large organisation. As size increases, communication is more problematic, it is harder to monitor and exercise control over the workforce, and it becomes more difficult to coordinate and motivate them.

As indicated above, economies of scale are normally divided into the categories of **internal** and **external**. Internal economies of scale result from the increased size of the firm itself – they are internal to the firm. External economies of scale result from the growth of the industry in which the firm operates and are therefore external to the firm.
Internal economies of scale are frequently classified under four headings – technical, financial, marketing and risk-bearing. You should compare these with the terms used in Chapter 5; either set is appropriate.

- **Technical economies** come from increased specialisation and indivisibilities which are only possible in larger firms. In large firms, the production process can be broken down into its component parts and there can be greater division of labour and specialisation. This will increase productivity and therefore reduce average costs of production. Greater functional specialism can take place in a large firm with dedicated departments for such things as finance, marketing and purchasing. Large firms can also make more intensive use of machinery and plant. With greater numbers of workers and machines, the implication of one being absent or breaking down is less significant. There are certain indivisibilities involved in production which only large firms can benefit from. For example, a small firm cannot have half a production line as that is meaningless, but might not be big enough to use a whole production line. Another type of indivisibility is involved in the notion of fixed costs. Fixed costs (e.g. rates) remain the same irrespective of the level of production. Therefore the greater the level of production, the lower will be the average cost of such items, as it is being spread over a larger amount of output.

- **Marketing economies** come from spreading marketing costs over a larger output, so that even though total advertising spend is higher, average costs will be lower. The firm will probably have a specialised department devoted to marketing which will be more effective at things like negotiating preferential advertising rates and special deals for purchasing in bulk.

- **Financial economies** of scale come from the fact that larger firms find it easier and often cheaper to borrow capital. Again the fact that they are more likely to have a specialised finance department will help.

- **Risk-bearing economies** of scale result from the diversification that is possible with larger firms, as they may well have interests in other industries. Therefore any fluctuations in demand in one market will not have a large effect overall on the firm’s profitability.

As suggested in Chapter 5, all of these economies of scale give rise to falling average cost and therefore explain the downward-sloping part of the average cost curve shown in Figure 7.10. Economies of scale are a very effective barrier to entry. If the incumbent firms in an industry are operating at a lower cost than a potential new entrant, it will be hard for the newcomer to compete effectively at a small scale of output, since it will have to charge a higher price than existing firms in order to cover its costs. The new entrant will have to enter the market at a very large scale of production to be able to compete. Two points can be made about this. First, establishing a plant that big may not be possible because the cost may be prohibitive. Second, if the MES of output is large in comparison with the total industry output, entry on such a scale may not be profitable since the increased output will push down market price.

Gas, electricity and water are examples of industries with high economies of scale. This makes it difficult for others to come into the market in competition with existing firms and this is why these industries are called **natural monopolies**.

There are also external economies of scale which stem from the growth of the industry as a whole (see Chapter 5). These often result from the concentration of producers in one locality which may be accompanied by the growth of a local infrastructure to sup-
port that industry. There are likely to be training courses at local colleges tailored to the industry’s needs and a readily available trained labour force. Commercial services, including banks and solicitors, will have a greater understanding of the needs of the local industry. It is also likely that suppliers of components to the industry will locate nearby and thus distribution costs will be less. There will often be the interchange of ideas through formal networks (like local Chambers of Commerce) and informal networks (like golf clubs).

Cost advantages
It is possible that incumbent firms have lower costs (LRAC_i) than new entrants (LRAC_n) at all levels of output, as shown in Figure 7.11.

![Figure 7.11 Long-run average cost curves](image)

It is not profitable for the new entrant to enter at any scale since they cannot cover costs at the prevailing market price. Cost advantages could be due to the experience effects gained from operating in the industry, good location of plant, good access to well-trained labour, the negotiation of exclusive deals with suppliers and distributors and so on.

Legal barriers to entry
There can be legal barriers to entry, as in the case of patents and franchises which serve to restrict competition and prevent new firms from entering the industry. There may be government restrictions on competition as when a government nationalises an industry. Many industries operate a licensing system where firms have to be licensed in order to operate. Such licences may be government-imposed, industry-imposed or peer-imposed.


Advertising and branding
These can be very effective barriers to entry. Industries where brand names are well established are difficult for a newcomer to enter without massive expenditure on advertising. Strong product differentiation and product proliferation will also limit the ability of any newcomer to successfully enter a market and capture sufficiently large market share.

Initial capital requirements
Some industries require a high initial capital investment to enter, for example, dry cleaning where the machinery needed is very expensive, and this is a barrier to entry.

Switching costs
If the consumer incurs a cost in switching from one good to another, that might be enough to deter the consumer from doing so and therefore serve as a barrier to entry. The recent practice of the building societies and banks offering low fixed-rate mortgages with penalties for early withdrawal can be seen as an example of the introduction of switching costs into the market.

Lack of distribution channels
It is likely that there are established distribution channels in the industry which might be difficult or impossible to break into. The alternative for potential new entrants would be to establish their own channels for distribution but this again might be difficult and would increase the initial capital requirements.

Restrictive practices
Incumbent firms may act either singly or in conjunction with one another to restrict entry into a market. This would include predatory pricing, carrying spare capacity, etc. Many of these practices are against the law.

Barriers to exit
Apart from the entry barriers discussed above, firms often face exit barriers. These are obstacles which prevent or deter a firm from quitting an industry, and are mainly related to the cost of leaving the industry. The cost of exit depends upon how industry-specific the assets of the firm are. Physical assets such as, say, a printing press tend to be highly specific to the printing industry and could not be used for anything other than printing. Although there will be a second-hand market for printing presses, it would be limited to other printing firms and would probably have to be sold at a loss, thereby incurring a cost. A van, however, would be different since it is not specific to a particular industry. Therefore, although the sale of it would incur a loss, it is likely to be smaller. Generally, the more industry-specific an asset, the lower will be the second-hand value and the higher will be the cost of exit. An intangible asset such as knowledge of the market or expenditure on research and development cannot be resold and must be left in the market, and is therefore a sunk cost (see below).

A contestable market is defined as one where there are: no barriers to entry, no barriers to exit and no sunk costs. Sunk costs are costs which cannot be recovered if a firm should cease production and, as indicated above, they will vary with the specificity of the asset. The printing press carries high sunk costs, while the van carries lower sunk costs. Sunk costs represent a barrier both to entry and to exit since high sunk costs increase the risk involved in entering a market and also make an incumbent firm more reluctant to leave a market since it cannot recover its costs. It could be worth a firm carrying on in the face of losses in the hope that things will improve in the future.
A contestable market can produce results similar to perfect competition in terms of pricing and output decisions but without the restrictive conditions of perfect competition. For example, a large number of sellers is not needed – even a monopoly could be a contestable market. A firm in a contestable market would not charge high prices since it knows that this would encourage new entrants, so price will tend towards its competitive level and there will be no abnormal profits. Potential competition as well as actual competition is regulating the behaviour of firms.

The theory of contestability has implications for government competition policy (see Chapter 11). Contestability produces similar results to perfect competition in terms of price, output and abnormal profits. A government, wishing to achieve such results, can do so by making markets more contestable rather than more competitive. This would involve policies designed to reduce the size and scope of barriers to entry and exit rather than breaking up monopolies. Baumol et al. have produced a list of guidelines to determine whether a market is contestable or not. If a market is contestable government intervention is not needed. If a market is not contestable the government needs to look at the barriers which exist and how they can be reduced in size. Although it is difficult to think of a pure example of a contestable market (there are likely to be sunk costs in most types of production), government policy could be designed to make markets more contestable.

### 7.5.3 Buyer concentration

Buyer concentration could be measured in the same way as seller concentration but lack of data means that these are not calculated or available in the same way as for seller concentration. Buyer concentration is clearly important, as a reduction in the number of buyers will severely curtail the ability of firms in the industry to make abnormal profits. In markets where there are a small number of powerful sellers, the grouping together of buyers into larger units can be seen as a manifestation of countervailing power. The buyers are grouping together to exert market power which counteracts the power of the sellers. Retailers’ associations are an example of the exercise of countervailing power, as are trade unions, which evolved to counteract powerful employers. Another factor which gives buyers greater market power is increased knowledge. Consumer rights organisations, publications like *Which?* and TV programmes like *Watchdog* all serve to increase the knowledge and therefore the power of buyers in the marketplace. It is not surprising, given the naturally monopolistic nature of the privatised public utilities, that regulatory bodies have been set up to protect the interests of consumers (see Chapter 11).

A distinction can be made between existing and potential customers. Existing customers are particularly significant to firms in industries where repeat orders are important or where goods are supplied on a regular basis, as in grocery retailing. The power of existing customers is much lower where the firm supplies goods on a one-off basis, although it cannot disregard existing customers, as this will affect its reputation and the ability to attract potential customers. Potential customers may be new to the market or may be buying from a competitor at present.

The importance of existing customers has received a great deal of attention recently in the marketing literature under the name of relationship marketing. It is recognised that it is more cost-effective to keep existing customers than it is to attract new customers. Therefore much of what firms do is directed at forging long-term relationships with customers and keeping existing customers happy. The tools of relationship marketing include after-sales service, the loyalty cards used by all major retailers and so on.
7.5.4 Substitute products

The threat from substitutes will vary from market to market. Monopoly power often comes from a lack of available substitutes – if there are no substitutes for a good, the producer of that good will face little competition and have a great deal of market power. However, as was seen earlier, even industries which appear to be pure monopolies (e.g., the former British Rail) normally face competition from substitutes (e.g., alternative forms of travel).

7.5.5 Supplier power

Similarly the power of suppliers will vary between markets depending upon the nature of the product being supplied, whether or not it is specialised, whether or nor it is available from elsewhere and its relative importance in the production process. Transactions cost economics (see Chapter 2) looks at the make-or-buy decision faced by the firm.

The traditional methods of mass production required the holding of large inventories of raw materials and parts so that production could take place continuously. The increased adoption of flexible manufacturing systems has reduced this requirement and made good relationships with suppliers much more important. As part of the movement towards flexibility in production, many firms have turned to just-in-time (JIT) methods of inventory control. If raw materials and parts can be delivered as they are needed in the production process, the storage space needed for holding inventories and the associated costs are reduced. JIT enables firms to react more quickly to changes in demand and might also increase reliability since defective stock can be identified more quickly. In order that JIT methods are effective, good relationships with suppliers are necessary – supplies must be reliable and delivered on time. Up-to-date and accurate information is needed on stockholdings so that orders can be quickly made. Advances in information technology and the use of barcodes has helped this process; many retailers now have direct computer links with their suppliers so that orders are automatically triggered. JIT production methods shift the burden of stockholding to suppliers and this should be recognised by the firm and not just seen as a cost-cutting exercise.

7.6 Conclusion

This chapter has looked at the concept of market structures. Economic theory identifies four theoretical market structures – perfect competition, monopolistic competition, oligopoly and monopoly – which differ according to the level of competition present. Each of these models was discussed and although economic theory makes some unrealistic assumptions, it does provide a framework for looking at market structures and makes useful predictions about the conduct and performance of firms under different market conditions. These predictions have been used by ‘free marketeers’ to argue that competitive markets produce better results than monopolistic markets and have been used as the basis for formulating government competition policy.

More discussion was devoted to oligopoly as a market structure because it is a much more realistic and common market structure. Game theory is used to analyse pricing in oligopolistic markets in the case study at the end of the chapter.
Market structures were then considered in practice, using Porter’s five-forces model, and reasons for high (and low) levels of concentration were discussed. Although traditional economic theory concentrates on current market structure as the most important determinant of conduct and performance, it is clear from this chapter that there are other factors at work such as the level of potential competition which is considered by contestable market theory. In government competition policy in the UK, there is now a greater acceptance that markets should be ‘contestable’ rather than competitive.

**Case study: Game theory and oligopoly**

Game theory has become a popular tool in business economics to model behaviour including the operation of oligopolistic markets. It can be used to demonstrate many of the characteristics observed in oligopolies. The following model is an adaptation of the prisoners’ dilemma (see the Appendix to this chapter). Assume that there are two firms in an industry, A and B, and there are two possible prices that can be charged by these firms, high or low. The effect of the choice made by one firm will depend upon the choices made by the other firm. Hence there is interdependence in their decision making. Table 7.3 shows the pay-off matrix for both firms for both strategies.

<table>
<thead>
<tr>
<th></th>
<th>Firm B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low price</td>
</tr>
<tr>
<td>Firm A</td>
<td></td>
</tr>
<tr>
<td>Low price</td>
<td>3</td>
</tr>
<tr>
<td>High price</td>
<td>0</td>
</tr>
</tbody>
</table>

The pay-offs represent the profits of the two firms; the first figure in each cell refers to firm A and the second to firm B.

When both firms have low prices, profit equals 3 for each firm; when price is high, profit equals 5 for each firm. Each firm does best (profit equals 10) when it has low price and the other has high price since it captures market share at the expense of the other firm. Consider the choice faced by firm A first – it is better off having a low price if firm B has a high price, but it is also better off having a low price if firm B has a low price. Therefore firm A is better off by choosing a low price irrespective of what B chooses to do – thus low price is a dominant strategy. Exactly the same is true for firm B. Therefore the equilibrium position would be low price for both firms and a profit of 3 for each of them. Both firms are reluctant to increase price since if the other firm maintains the lower price, they will lose market share. Thus game theory can be used to illustrate the sticky price often observed in oligopoly.

This game also shows the benefits from collusion, since both firms would be better off if they agreed that price should be set at the higher level – they would then be earning profits of 5. The inherent incentive to cheat is also demonstrated here since if both firms have agreed to charge the higher price, it would benefit one firm to reduce its price provided the other firm maintain the higher price level.
If both firms choose to reduce their prices, there is the possibility of a price war. In an oligopolistic market, it is likely that any increases in price would come from the price leader, but reductions in price will not come from the price leader, since if they have biggest market share, they have the most to lose and they could be accused of predatory pricing (see Chapter 8).

**Notes and references**

1 Mason, E. S. (1939), 'Price and production policies of large-scale enterprises', American Economic Review, 29, pp. 61–74.
13 Baumol et al. (1988).
14 Baumol et al. (1988).

**Review and discussion questions**

1 Can the game theory approach used in the case study explain why you tend to see high non-price competition in oligopolistic industries?
2 Select some markets for different goods and services. How do these markets meet the expectations of economic theory with respect to conduct and performance?
3 What are the barriers to entry in the cinema industry?

4 If contestability is accepted as the basis for government competition policy, what kind of policies might the government use?

**Assignments**

1 You have been asked to make a presentation to some overseas visitors on the level of concentration in the UK. Go to the most recent Census of Production published by the Office for National Statistics for data and prepare your presentation. (You could look for differences over time in ‘average’ concentration as shown by the share of the largest 100 enterprises in the UK or the differences in concentration levels between markets.)

2 Your organisation is considering entry into a new market. Select an industry and investigate the barriers to entry which exist. Produce a report on your findings with recommendations, making any assumptions you have made clear.

**Further reading**


**Appendix 7.1 The prisoners’ dilemma**

Game theory, which is used in the mathematical literature to evaluate games like poker or chess, can also be used to evaluate the strategic choices which face the firm as the text demonstrates. The most famous non-economic example of the application of game theory is the prisoners’ dilemma. Two people, X and Y, are arrested for a joint crime; they are interrogated separately and given the following information:

- If both say nothing, the courts have enough evidence to convict and they will get a prison sentence of one year each.
- If only one confesses to the crime, while the other does not, the one that confesses will receive a prison sentence of three months, while the other will receive a sentence of ten years.
- If both confess to the crime, they will each receive a prison sentence of three years.
Table 7.4 shows these sentences or ‘pay-offs’.

Table 7.4  The prisoners’ dilemma

<table>
<thead>
<tr>
<th>Individual Y</th>
<th>Not confess</th>
<th>Confess</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not confess</td>
<td>Both get one year</td>
<td>Y gets ten years, X gets three months</td>
</tr>
<tr>
<td>Confess</td>
<td>Y gets three months, X gets ten years</td>
<td>Both get three years</td>
</tr>
</tbody>
</table>

The optimal joint position is the top left-hand cell – where the two individuals X and Y collude and say nothing and where each receives a sentence of one year. However, because they are being questioned separately, they do not know what the other is doing, and the best solution for each individual is to confess. Consider the choice faced by individual X – if X confesses, he will receive at best a three-month sentence (if Y does not confess) or at worst a three-year sentence (if Y also confesses). If X does not confess but Y does, X faces a prison sentence of ten years. Therefore, it is in the best interests of individual X to confess. However, the same is also true for individual Y. Therefore the equilibrium position will be the bottom right-hand cell where both confess and both receive a prison sentence of three years.
This chapter considers conduct and performance factors – the ways in which organisations behave and their performance. The original Structure–Conduct–Performance (S-C-P) model (see Chapter 7) portrayed market/industry structure as determined by factors such as minimum efficient scale, demand and cost conditions, all of which were beyond the control of the firm. Structure then was seen to influence the conduct of the organisation and in turn to determine the performance of these enterprises. In this model, the firm is seen as passive – it attempts to achieve its objectives subject to certain constraints: for example, maximising profits subject to existing cost and demand conditions or maximising sales subject to earning a satisfactory level of profits. This is a very crude view of the operation of firms; in reality, businesses are active rather than passive, they can and do make decisions which will change the constraints under which they operate. Later versions of the S-C-P model accepted that market structure is not exogenously determined but could be affected by strategic behaviour on the part of firms. Even in neo-classical economic theory it is only in perfect competition that the firm is completely powerless in the face of market forces. In all other market structures, the firm can make choices which will impact upon the structure of the market in which it operates.

Thus conduct takes on a pivotal role in the analysis of markets since to a large extent it determines how well the firm performs and it also impacts upon market structure (see Figure 7.2 later). The same line of argument can be applied to performance factors. Rather than being the passive result of the initial market structure and conduct, performance factors such as profitability impact upon both structure and conduct. High profitability will encourage new entry and thus influence the structure of the market/industry. Similarly,
high profitability will give firms the means to behave in a certain way, for example by providing the finance for advertising. This chapter accepts this view of conduct and performance and considers the following conduct and performance factors:

- entry deterrence behaviour
- product differentiation
- product proliferation
- advertising
- innovation
- cooperation between firms
- profitability
- investment
- productivity.

Why do firms behave in a certain way? Sometimes their behaviour will be passive as they react to market conditions which are beyond their control; at other times, however, their behaviour will be designed to achieve specific strategic goals. For example:

1. A firm could deter or prevent the entry of other firms into the market, thereby protecting its market position. Its pricing or advertising policies could be such that they form an effective barrier to entry and deter the entry of new firms. Game theory is often used to analyse the feasibility of entry deterrence measures (see below).

2. A firm can influence existing market conditions, to protect or improve its market position. Once other firms have entered the market, the incumbent firm could use policies such as price-cutting or merger/takeover to capture market share.

3. A firm can reduce the uncertainty under which it operates through collusive behaviour. The formation of a cartel, for example, greatly reduces the trading uncertainty for member firms and gives the firms more control over market conditions.

Any or all of these three may be the objectives of the firm’s strategic decision making, but many of the policies mentioned are considered to be anti-competitive and would therefore come under the jurisdiction of government competition policy (see Chapter 11). Competition policy acts as a constraint on the conduct of firms, and it is a constraint that firms attempt to change through the lobbying of government either individually or as members of pressure groups designed to influence government policy (see the mini case on newspaper pricing later in this chapter).

In addition to government policy, there are other factors which influence the firm’s ability to act strategically. Many of these factors are considered in detail elsewhere in this book but they include:

- The objectives of the firm (Chapter 6) – clearly the firm that is attempting to maximise profits will behave quite differently in terms of its pricing and advertising policies from a firm that is only trying to achieve a certain satisfactory level of profits.
- The market structure in which the firm operates (Chapter 7) – although this appears to be a circular argument, as much of a firm’s behaviour is designed to influence struc-
The initial market structure is important in determining the scope for strategic policy making.

- General macroeconomic conditions (Chapter 12) – this will have an impact upon demand conditions and therefore on the firm’s ability to vary price.
- The size of the firm – generally, it would be expected that larger firms have more scope for acting strategically than smaller firms.
- The time horizon – in the short term, it might be very difficult for the firm to change anything, while in the long term it is much easier.

8.2.1 Entry deterrence

‘Entry’ was defined by Bain (1956) as the establishment of new productive capacity in an industry by a new firm. This definition could exclude cross-entry (entry by firms established in another industry) and takeovers as a form of entry. As both of these result in the formation of new productive capacity and bypass many of the barriers to entry which exist, this is a serious omission. In addition, as the theory of contestability shows, actual entry is not necessary – potential entry can affect behaviour. A better definition of entry is as a process which changes the existing balance of market conditions. Barriers to entry are then those obstacles which prevent the disturbance to the market.

A distinction has already been made between innocent barriers to entry such as economies of scale, which exist independently of any actions by firms, and deliberately erected barriers. This section concentrates upon the latter – barriers to entry which are deliberately erected as part of the firm’s strategic behaviour designed to discourage entry.

Bain measured the height of the barriers to entry by the extent to which incumbent firms were able to raise price above the perfectly competitive level without attracting entry. He identified industries where barriers were very high (a mark-up of 10 per cent in price) to substantial (a mark-up of 5–9 per cent) to moderate to low (a mark-up of 1–4 per cent). It is interesting to note that in some markets (cosmetics, for instance) the mark-up in price can be in excess of 100 per cent! (Note: mark-up pricing is discussed in detail in Chapter 9.) Thus in Figure 8.1 the competitive price is \( P_C \) (i.e. the price that would prevail under perfect competition in the long run) and the prevalent price is \( P_L \), which is higher than the competitive level. In the absence of barriers to entry, such a price level would encourage new entry, supply would increase, price would be forced down to its competitive level and any abnormal profits would be competed away. It is only the presence of barriers to entry which enable price to be maintained above its competitive level. Bain identified four main barriers to entry which have all been considered briefly along with others in Chapter 7. The four were product differentiation (which is further considered below), absolute cost advantage, economies of scale and initial capital requirements.

8.2.2 Spare capacity as entry deterrent

Game theory is a very useful vehicle for illustrating and evaluating entry deterrence behaviour. Consider an industry in which there is one incumbent firm and one potential entrant. The entrant is faced with the choice of attempting to enter or not. If the entrant decides to enter, the incumbent firm is then faced with the choice of accepting this and sharing the market or fighting entry. Assume that this is a ‘two-stage’ game where these choices take place in two successive stages. Figure 8.2 shows the pay-offs at each stage in terms of profits for each firm (bold for incumbent and bold italic for new entrant).
Figure 8.2 shows that the best outcome for the incumbent firm is if new entry does not take place. The new entrant makes a profit of 0 since it has not entered and the incumbent firm makes a profit of 50. If the new entrant does attempt to enter, the best solution for the incumbent firm is to accept entry and the accompanying lower profits. If the incumbent decides to resist entry the resultant price war means that both firms end up making losses. Since the new entrant knows this, it will enter the market and the equilibrium position will be in the left-hand box, both firms making profits of 10.

Figure 8.1 Long-run average cost curve for incumbents and new entrants

Figure 8.2 Profits without deterrence
Now assume that the incumbent had previously acted strategically to deter entry by carrying excess capacity. A new row has to be added to the pay-off matrix in Figure 8.2 to take account of the cost of carrying spare capacity (see Figure 8.3).

The pay-offs to the new entrant are unchanged but for the incumbent firm profit is lower in the absence of being challenged, since carrying spare capacity carries a cost. Similarly, if the incumbent firm accepts the new entry, its profits are correspondingly lower. If there is a price war, total output must be high and the spare capacity is being used and is therefore not wasted. The best solution for the incumbent firm is still to remain unchallenged, but in the event of entry its best solution now is to fight since the cost is less in terms of lost profit. Previously there was no incentive for the incumbent firm to resist entry but now there is and the new entrant knows that – resisting entry is a ‘credible threat’ since it is in the incumbent firm’s best interest. The new entrant is deterred and equilibrium occurs in the bottom right-hand box.

This is an example of successful entry deterrence; the outcome, however, depends upon two critical assumptions. First, the result depends on the numbers used in the pay-off matrix; had these been different the resultant equilibrium would have been different. Second, perfect (or at least sufficient) knowledge is being assumed – the entrant and the incumbent must both be aware of the pay-offs resulting from their behaviour. This is clearly a simplification, information is incomplete and actors sometimes get it wrong; the incumbent firm may react differently post-entry from the way the entrant expected. However, it does illustrate the principle involved in entry deterring behaviour and the use of game theory for evaluating the outcome of such behaviour.

Other types of entry deterring behaviour as well as spare capacity can be analysed using game theory. For example, advertising, product proliferation, product differentiation, sunk costs and limit pricing which all carry a cost can be seen as credible threats to a potential entrant.
8.2.3 Product differentiation

Product differentiation can be used strategically by firms to deter new entry into their industry and also to increase competitive advantage over existing producers. Product differentiation refers to the degree to which consumers distinguish between products or have preferences towards particular products. Product differentiation may be based on real differences between products in their technical attributes or imagined differences which are introduced through branding and advertising. Products do not actually have to be different; they just have to be perceived as different in the minds of consumers. In the case of homogeneous products like milk or petrol, for example, where technical differences are small or even non-existent, product differentiation can be done through branding. Some of the sources of product differentiation are:

- location of the firm
- differing quality
- advertising and branding
- product prestige
- consumer ignorance.

Product differentiation can be an effective barrier to entry since, to overcome the preference consumers have for existing products, the new entrant would either have to offer its product at a much lower price or be forced to spend a great deal on advertising to persuade consumers to buy its product. Both of these would have the effect of making the costs of the new entrant higher than incumbent firms and therefore would deter entry (see Figure 7.11).

Bain looked at product differentiation in 20 different industries and found that, although the importance of product differentiation varied between industries, overall it was the biggest barrier to new entry. The height of the barrier depended upon factors such as the amount of advertising, the durability of the product and the extent to which the reputation of the producer was important in the buying process. Again it should be stressed that Bain's conclusions apply only to entry by completely new firms. In the case of cross-entry, the height of the barrier might well be reduced.

Product differentiation can also be used as part of a strategy to influence market conditions and as a means of gaining competitive advantage over other producers in an industry. If a firm can successfully differentiate its products in the minds of consumers, it brings itself more market power. It becomes a price-maker in the sense that it can increase its price without losing custom since consumers do not see other products as competitors. Product differentiation influences both the firm's costs and its demand. Costs will rise since product differentiation through advertising or increased research and development will incur real costs to the firm. At the same time the demand curve will shift and it will become more inelastic. This means that price becomes less important in a consumer’s decision to buy, and non-price factors assume greater importance.

Product differentiation is based on the proposition that when buying a product consumers take into account many factors including colour, design, after-sales service and image of product as well as technical attributes. Products are a mixture of tangibles and intangibles. Three levels of a product are often identified (see Figure 8.4).

The core product is the fundamental service or benefit the consumer is buying: for example, a jacket is purchased because it gives coverage and warmth, a car brings transportation. In addition to these basic benefits, products are purchased because they bring...
other benefits. The second level of the product – the *tangible product* – would include such factors as design, quality and packaging. A designer label jacket would have a certain cut and style. The third level is the *augmented product* which would include such factors as after-sales service, guarantees, image and brand name. Kotler (1994) adds an extra two levels – the *generic product*, which comes after the core product and refers to a basic version of the product, and the *potential product* after the augmented product which includes all of the possible augmentations that the product could go through in the future.  

The above is a useful way to view products since it is clear that the three levels will assume differing levels of importance for different products. In the case of fairly homogeneous products (e.g. milk), it would be expected that the core product would be most important. For durable goods, like washing machines, the augmented product is important because of guarantees and after-sales service. For fashion items, the tangible product will be important, as will the augmented product through image and brand name. This gives the marketer important clues about where to direct the tools of product differentiation and which tools to use. In the purchase of cosmetics, for example, offering after-sales service and guarantees will have little relevance but the building of image and brand names would be much more effective. In the purchase of a car, however, after-sales service and guarantees would be very important to the consumer.

The three levels of the product can also be used in the *segmentation* of markets, as they will assume differing importance in different market segments. The car market, for example, could be segmented into three – the economy, the family car and the luxury segments. Although the core product is important in all three of these market segments, it will assume greater importance for the economy car segment which is likely to be less concerned by the tangible and augmented product. As each of these segments will have different characteristics, they will therefore respond differently to the tools of product differentiation. This highlights the importance of market research in the process of product differentiation.

Product differentiation is an important conduct factor since it influences market structure through changing market shares and it gives firms a degree of market power over price. If successful, it can lead to abnormal profits, since the consumer does not regard other products as substitutes.
Product proliferation is an effective barrier to entry since it reduces the scope for product differentiation and niche marketing by a new entrant. It is common in markets like detergents and breakfast cereals, where existing producers manufacture a whole range of different brands in a market to meet the needs of each part of the market. This means there will be little or no scope for a new producer to find a market niche. In the markets for detergents and soap powders, the only competition has come from the major grocery retailers who have introduced ‘own-brand’ products.
8.2.5 Advertising

Advertising is an important conduct variable for the firm which does two things – it provides information on the product to the consumer and it also persuades consumers to buy a particular product. Advertising can be used in the process of product differentiation either to inform consumers of real differences in the technical attributes of products or to create imagined differences in the minds of consumers through the establishment of brand names. It is an important element of non-price competition and is therefore particularly important in oligopolistic markets as an alternative to price warfare.

Figure 8.5 shows total advertising spending in the UK between 1985 and 2002. After ten years of steady growth up to the year 2000, total spending on advertising has fallen. The total spending on advertising in 2002 represents 1.8 per cent of GDP which is slightly higher than the percentage of GDP that is spent on research and development. It can be seen from Figure 8.5 that advertising expenditure is related to the trade cycle, with downturns occurring in adspend both in total and as a percentage of GDP in the early 1990s and 2000s. Figure 8.6 shows the breakdown of advertising according to media for 2002. The press accounts for the largest category and there has been little change in the patterns of advertising between these types over the last ten years.

There is a continuing debate on the pros and cons of advertising and the effect it has on the economy. Many argue that in a world with incomplete and asymmetric information, the informative aspect of advertising has a positive influence on the market. By keeping the consumer informed of developments in the product and the introduction of

Figure 8.5 Total advertising spending at constant (1995) prices and as a percentage of GDP, UK

any new products, the consumer is in a better position to be able to make informed rational decisions. In addition to this, if advertising is successful in increasing sales, the firm could experience economies of scale which will lead to lower costs and therefore lower prices to the consumer. In contrast, many argue that expenditure on advertising is a waste of resources, as firms tend to exaggerate the differences in their products over those of other firms. This form of product differentiation creates a barrier to entry which serves to reduce the level of potential competition in the market. As advertising is regarded as a selling cost, it is likely to be reflected in higher prices to the consumer. It seems that the situation is not clear cut and as there are arguments both for and against advertising, there is little government regulation of the level of advertising. In addition to this, it is difficult in practice to separate out the persuasive aspects of advertising from the informative and if all firms in an industry are advertising, the persuasive effects of advertising tend to cancel out. The exception to this is in the case of harmful goods such as cigarettes, where there are restrictions on advertising set by the government.

Advertising can be for individual products or markets as a whole. The purpose of advertising individual products from the firm’s point of view is to shift the demand curve to the right and therefore to increase the level of sales and capture market share or, if sales are expected to fall for some reason, to maintain sales at the original level. The purpose of advertising the whole market is to raise public awareness of the product and to increase the total level of demand for it. Advertising expenditure is a barrier to entry, since any new entrant would have to match or exceed the incumbent firms’ level of advertising. This will increase the costs of entry and therefore might make entry prohibitive. The level of advertising varies greatly between different types of products (see the case study at this end of the chapter).
8.2.6 Pricing

Pricing is a conduct variable for firms. Even in neo-classical economics, there is only one market structure where the firm has no power over price – in perfect competition, the firm is seen as a price-taker (see Chapter 7). Pricing is considered in more detail in Chapter 9, including its use in deterring entry into the market.

For our purpose, we should note that the limit price is the maximum price that can be set by an incumbent firm without attracting new entry to the market.

Mini case

Marketing to young children

In the 2001 census there were just over 6 million children in the UK between the ages of 4 and 11 years. Clearly, this is an important market, particularly for producers of certain type of products. A Keynote report on this age group (Marketing to Children 4–11 Years, 2003) found that changing family characteristics meant that these children typically had older parents or parents who were both working. This means that the disposable income of the younger child group is higher, whether spending takes place from pocket money or through parents spending on their children. Two major product groups of interest to this age group are:

- **Toys and games** This market is segmented into two parts – traditional toys (including games, puzzles, dolls, action toys) and electronic games. Companies active in this sector include Mattel, Tomy, Lego and Fisher Price. It is predicted that the market for traditional toys will continue to grow at a steady but low growth rate, while the market for electronic games will grow more quickly.

- **Snacks and confectionary** For both of these foodstuffs, children are important consumers. The average monthly spend on snacks and confectionary by 5 to 10 years olds was estimated to be £4 by SMRC Childwise in 2002. In 2004, an average British child watches 217 TV adverts a week and 41 per cent of these are for foodstuffs. 70 per cent of this food advertising is for unhealthy foodstuffs like crisps, sweets or sweet drinks.

The advertising aimed at young children is very sophisticated. Products are related to characters like Harry Potter and the Lord of the Rings, both toys and games and foodstuffs. Multimedia advertising is commonplace, where TV adverts link in to a website. The Lego Club is an example of a loyalty scheme, where members collect points which can be redeemed at a later date. Many products have clubs which involve a monthly magazine and other goodies – this is a classic tool of relationship marketing (see above).

Many concerns have been raised about marketing to children. Many parents and grandparents are irritated by the ‘pester power’ engendered by TV advertising. A particular concern at present in many developed countries is the increase in obesity amongst young people and the possible long-term effects of this. There have been calls for a ban on the use of sporting icons like David Beckham and Gary Lineker to promote unhealthy foods to children.
The barrier to entry illustrated in Figure 8.1 is the cost advantage experienced by the incumbent firm which means that its LRAC is below the LRAC of the new entrant at every possible level of output (see Chapter 7).

Limit pricing is a pricing strategy which is designed to deter potential entrants and it is only the existence of barriers to entry which enables price to be maintained above its competitive price level. If a new entrant does manage to enter the market, the incumbent firms could use predatory pricing to force a new entrant out of the market and return the market to some sort of balance. Predatory pricing is where incumbent firms increase output and therefore force down market price so that all firms make a loss. Only the largest will be able to withstand this and the market would return to the previous balance. If this sort of behaviour was expected prior to entry, the new entrant might not have entered in the first place.

**Mini case**

**Newspaper pricing**

The ten-year price war which raged in the newspaper industry in the UK seems finally to be over. In September 2003, the *Daily Telegraph* increased its cover price to 60p in line with the *Independent*, the price of the *Guardian* stood at 55p and *The Times* at 50p. The price war was started in 1993 by Rupert Murdoch’s News International when it reduced the price of the *Sun* from 25p to 20p and the cover price of *The Times* from 45p to 30p. Details of the price war during the 1990s and its effects have been considered in detail elsewhere but was the war successful?

In the broadsheet press, some titles have increased circulation while others have lost readers, as Table 8.1 shows.

<table>
<thead>
<tr>
<th></th>
<th>July 1993</th>
<th>Feb 2004</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily Telegraph</td>
<td>1.2</td>
<td>0.9</td>
</tr>
<tr>
<td>Guardian</td>
<td>0.4</td>
<td>0.37</td>
</tr>
<tr>
<td>Independent</td>
<td>0.35</td>
<td>0.26</td>
</tr>
<tr>
<td>The Times</td>
<td>0.3</td>
<td>0.66</td>
</tr>
<tr>
<td>Financial Times</td>
<td>0.25</td>
<td>0.42</td>
</tr>
</tbody>
</table>

The two newspapers most heavily involved in the price war were the *Daily Telegraph* and *The Times* and they have fared quite differently over the period – *The Times* has increased circulation while the *Daily Telegraph* has lost circulation (below 1 million for the first time in eight years). Although price might have had an impact, there are other factors also at work. There were signs that the circulation of *The Times* was increasing even before the start of the price war. As well as price reductions over the years, there have been great changes in *The Times*. It has become more focused and contains more sections and supplements than previously. The increase in circulation could be due to product differentiation rather than price cuts. Evidence of this is provided by the fortunes of the *Financial Times* which increased its readership over the time period but resolutely refused to become involved in the price war. The price of the *Financial Times* stood at 50p in 1990 and £1 in 2004. It is a premium people are willing to pay for a specialism.
Innovation is usually defined as the introduction of new products or new processes of production in an industry. Schumpeter (1943) adopted a very broad definition of innovation and located it in the middle of a three-stage process:

1. **invention** – of a new idea;
2. **innovation** – the commercialisation of the new idea. It could be a new product or a change in existing product, a new method of production or a change in an existing method of production, or the development of a new market;
3. **diffusion** – the general acceptance and widespread adoption of the innovation.

It is extremely difficult to measure the level of innovation in a market/industry. The level of research and development is often used as a proxy for innovation since there is a strong relationship between R&D spending and innovation, but it must be remembered that R&D is the input into the process, while innovation is the output. Innovation is seen as a conduct factor for firms since it depends upon the amount of R&D firms choose to carry out. The level of R&D expenditure and innovation will depend upon the nature of the product and will vary greatly between industries. It will also depend upon the stage of the product in its life cycle. Invention and innovation are high-risk activities which are encouraged by the government through the patent system which reduces the risk involved in R&D. Table 8.2 shows the breakdown of R&D spending in the UK for 2002 by broad sector. The total of £12,785 million represents around 1.2 per cent of GDP.

In many markets invention and innovation are important competitive tools, more important than traditional tools of competition like price or advertising. The commonly quoted example is of pharmaceuticals, where the level of R&D and innovation is very high. The introduction of a new drug can have dramatic effects on markets. Although pharmaceuticals is not shown as a separate category in Table 8.2, it accounted for 20 per cent of total R&D spending in 2002.

There has been a long-running debate about which type of market structure best encourages innovation. Many argue that competitive markets are most conducive to innovation because the threat of competition means that unless firms innovate they will...
be forced out of business. Others, including Galbraith (1974), argue that oligopolies are better because the large firms in the industry have the resources to finance research and development and are better able to bear the risks involved in R&D. They will also be more motivated to innovate than firms in perfect competition, since they will reap the benefits of innovation in the form of abnormal profits. As there is less price competition in an oligopolistic market, there will be more reliance on other forms of competition, including innovation.

8.2.8 Cooperation between firms

In competitive markets firms face uncertainty and risk. How will economic forces operate? How will competitors react? What will happen to the level of demand? This uncertainty can be partly reduced through planning and control of output and supplies through cooperation with other firms. There is a whole range of cooperative behaviour ranging from special relationships with suppliers and distributors through collusion with competitors and integration. Included under the heading of cooperative behaviour would be the relatively new phenomena of networking and franchising (all of these are discussed at length in Worthington and Britton, 2003). Such relationships reduce the uncertainty faced by firms and once in operation can operate as a barrier to entry which would need to be addressed by any new entrant.

Collusion

This refers to cooperation between independent firms which serves to modify the behaviour of the firms. Agreements or ‘understandings’ could be reached on price-fixing, output quotas or the segmentation of markets. Collusion can be tacit (or informal) as in the case of price leadership in oligopolistic markets, where one firm takes the lead in setting prices and the others follow suit; or formal as in the case of a cartel (see Chapter 7). By forming or joining a cartel, firms can operate like a monopolist – they can exercise some control over price or output and therefore reduce some of the uncertainty under which they operate.

Collusion is illegal in the UK, unless the collusive arrangement can be argued as being in the public interest (see Chapter 11).

<table>
<thead>
<tr>
<th>Product group</th>
<th>£ million</th>
<th>% of total</th>
</tr>
</thead>
<tbody>
<tr>
<td>All product groups</td>
<td>12,785</td>
<td>100</td>
</tr>
<tr>
<td>All products of manufacturing industry</td>
<td>10,140</td>
<td>79</td>
</tr>
<tr>
<td>Chemicals</td>
<td>3,887</td>
<td>30</td>
</tr>
<tr>
<td>Mechanical engineering</td>
<td>826</td>
<td>6.5</td>
</tr>
<tr>
<td>Electrical machinery</td>
<td>1,565</td>
<td>12.3</td>
</tr>
<tr>
<td>Aerospace</td>
<td>1,347</td>
<td>10.5</td>
</tr>
<tr>
<td>Transport</td>
<td>1,244</td>
<td>9.7</td>
</tr>
<tr>
<td>Other manufacturing</td>
<td>1,272</td>
<td>10.0</td>
</tr>
<tr>
<td>Services</td>
<td>2,645</td>
<td>21</td>
</tr>
</tbody>
</table>

Source: Adapted from Table 1a, Business Monitor MA14, Office for National Statistics © 2002, Crown Copyright material is reproduced with the permission of the Controller of HMSO and the Queens Printer for Scotland.
Integration

Where collusion between competitors is not possible or practical, one solution is for firms to integrate their activities either through merger or takeover. Such integration is called **horizontal integration**, since it involves two firms at the same level of the production process. There are a number of reasons why firms in an industry might wish to integrate:

- If there is a fall in demand for the product and therefore excess capacity, integration might be necessary in order to rationalise supply.
- Integration with other producers should lead to bigger economies of scale in production.
- Such integration might be an effective way of combating increased international competition.
- As an aggressive move, it is a way to increase market share.
- As a passive move, it could be done as a reaction to the activities of other firms in the industry.

Horizontal integration will affect the structure of an industry through an increase in the level of concentration. If the resulting economies of scale are large, it will also increase the height of the barriers to entry and reduce the level of potential competition.

Integration between firms at different stages of the production process is called **vertical integration**. This can take place forwards as in the case of a car manufacturer taking over a car showroom or backwards if the car manufacturer takes over a supplier of parts. The motivations for this type of integration are:

- The possible economies of scale which result from the two activities being brought together.
- In the case of backwards integration, the increased control over the supplies of raw materials or parts brings much greater security to the acquiring firm. Such integration also allows the acquiring firm to control or restrict the supplies of the parts to its competitors.
- In the case of forwards integration, the firm gains greater control over the distribution or retailing of the finished product. Again this could serve as a barrier to entry since any new entrant would have to break into an existing distribution chain or set up their own.

The third type of integration is **conglomerate integration** which refers to a merger or takeover between firms in different industries. The main reason for this type of integration is the **diversification** of risk which follows from not having to rely on only one market. It is also possible that there may be **economies of scope** from combining two different activities.

It should be stated that integration is only one of the ways of doing all this. It is possible and very common for firms to have strong relationships with suppliers and distributors without having to resort to integration. All such relationships will have an impact on market structure and performance.
The assessment of the performance of firms is problematic, initially because of the choice of performance indicators and subsequently in the measurement of these indicators. A number of variables could be considered as a gauge of performance. These would include:

- profitability
- the growth of organisations
- the technical progressiveness of organisations
- levels of investment
- efficiency
- social performance
- productivity levels.

Of these, profitability remains the main performance indicator used in empirical studies of the relationships between structure, conduct and performance, and it is considered in more detail below along with investment and productivity. The choice of performance indicators is problematic because there is a blurring of the distinction between performance and conduct variables. For example, growth is included in the list because growth, either of the organisation or the industry, may indicate good performance since high growth implies that the organisation/industry is producing what consumers want, thereby increasing their share of consumer expenditure. However, takeover and merger behaviour (two of the ways in which organisations grow in size) have already been considered as conduct factors. So growth can be used both as a measure of performance and of conduct. A further complication is that growth may not be an explicit objective of the organisation (see Chapter 6) and it is therefore unfair to assess the performance of the organisation according to its growth rates. Although it is relatively easy to find information on the growth rates of industries and sectors of the economy, it is much more difficult to find information at the micro level about individual firms.

A similar line of argument can be applied to technical progressiveness or the extent to which new technology is adopted in an industry. The higher the level of technical progressiveness in an industry, the more responsive the organisation can be to market changes and the higher can be growth and profitability. The level of technical progressiveness...
ness in an industry is related to the level of investment (see below) and the level of innovation and invention. Both invention and innovation have already been considered as conduct factors. Furthermore, there are obvious problems involved in measuring the level of technical progressiveness of an organisation or industry and in making comparisons between industries since they differ in their ability or need to adopt new technology.

Another measure of performance of organisations and industries is their efficiency. **Economic efficiency** is said to exist when there is technical efficiency – i.e. firms are operating at the lowest possible cost given the current state of technology, and allocative efficiency – resources are devoted to producing the goods and services that society wants. Allocative (or Pareto) efficiency is said to exist when resources cannot be redistributed between products to make anyone better off without making someone else worse off. Theoretically, economic efficiency occurs in perfectly competitive markets. Empirically, it is very difficult to measure technical efficiency, since most organisations will not have sufficient information to be able to plot their cost curve and therefore its proximity to lowest cost cannot be ascertained. A possible way of assessing efficiency is to conduct an efficiency audit, either internally by management or externally by regulatory bodies. The efficiency of the organisation can be assessed either by comparing its actual performance with theory or with other organisations in the same industry in this or other countries.

All of the factors mentioned above are connected with the economic performance of the organisation. A popular view which is gaining a degree of acceptance in the business world is that (as well as the traditional measures of economic performance) the organisation should be concerned with much wider issues of social performance. Stakeholder theory, as mentioned previously, implies that there are many groups with very diverse interests in the activities of the organisation.8 The actions of the organisation might impact upon the environment in terms of pollution or the local community in terms of employment opportunities or quality of life. So firms contribute to social welfare as well as economic welfare and a measure of social performance would encapture this. This might be done through a social audit which would look at the costs and benefits of an organisation’s activities to society as a whole. The social audit would include many factors like the impact on the environment and the local community as well as measures such as profitability and productivity (see, for example, Chapter 14).

### 8.3.1 Profitability

This is the most commonly used measure of performance. According to economic theory, in order to maximise profits, firms should be producing up to the level where marginal cost is equal to marginal revenue (see Chapter 5), in other words, operating at the point of lowest average cost. If all firms in a market face the same demand conditions, but one is operating at lower cost than the others, it will be earning higher profits. Therefore profitability can be used as a measure of performance. There are, however, a number of problems with the use of profitability as a measure of performance which are both theoretical and empirical. These problems will be considered later after a discussion of the concept of profit (see also Chapter 5 which looks at supply, costs and profit).

There is a difference between the economist’s view and the accountant’s view of profit. The economist sees profit as a payment to a factor of production – a reward to the entrepreneur for risk taking. The accountant has no such view of profit. As previ-
ously stated, the economist would measure profit as the excess of the revenue derived from using resources over the opportunity cost of using those resources. Furthermore, as we have seen in Chapter 5, the economist identifies two types of profit. **Normal profit** is the minimum profit that the entrepreneur would expect to earn in an industry to remain in production. This will vary between industries and is largely dependent on the level of risk involved in production. If the level of profit falls below the normal level, the entrepreneur will cease production and leave the industry. This will cause supply of the product to fall and market price to rise so that the remaining firms in the industry will once again be earning normal profits and equilibrium is re-established. If profits are above this level, then **abnormal** or **supernormal profits** are being earned. This will encourage entry into the industry, supply of the product will increase, price will fall and profits will be competed back down to the normal level. Again equilibrium has been re-established. According to economic theory, abnormal profits can only exist in the long run if there are barriers to entry.

The accountant has several different definitions of profit. **Net profit** is the residual of revenue over money costs, which includes wages and salaries, rent, fuel and raw materials, etc., and fixed interest payments, stock valuation and depreciation. This can be measured before tax or after tax when corporation or income tax have been deducted. **Gross profit** is net profit before the deduction of depreciation and interest payments. In the calculation of profit rates, accountants use different conventions for calculating depreciation or valuation of stock which makes a comparison of figures very difficult between firms, industries and countries. Changing accounting conventions means that even for the same organisation, over a period of time, meaningful comparisons are problematic. Added to this, costs can be measured on an **historic cost basis** or a replacement cost basis, both of which will give different figures. The accountant usually expresses profit as a ratio – the return on capital employed or the return on equity, for example.

The measures of profit used by the economist and the accountant are likely to diverge for a number of reasons. As the economist is concerned with the opportunity cost of production, allowance will need to be made for the use of retained earnings since they could have yielded a revenue if they had been used outside the business. This would be ignored by the accountant. The same is true of the time devoted to the business by the entrepreneur, since the opportunity cost of that time is the wage that could have been earned if the entrepreneur had worked outside the business. Both this and the cost of retained earnings would have to be imputed costs, but they would need to be allowed for in the calculation of true economic profit. In addition to this, accountants tend to base their calculations on historic cost, whereas the relevant concept for the economist would be the replacement cost. As a result of these factors, the accountant’s measure of profit will tend to overstate the economist’s measure of profit. It is possible for a firm which shows an accounting profit to actually be making an economic loss.

A ratio commonly used to measure profitability is **return on capital employed**, where the measure of profit used is shown as a percentage of the average capital employed in a firm. Figure 8.7 shows the return on capital employed for listed companies over a period of time. It can be seen that, as with most other economic variables, it is affected by the trade cycle and moves in a cyclical way.
The problems discussed so far concentrate on the practical aspects of calculating profit rates. They are important when empirical studies use published (accounting) profit figures to test economic theories about relationships between structural and conduct factors and profitability. Added to these practical problems, there are also significant theoretical problems in using profitability as a measure of performance. It is possible that high profits might not be the result of efficiency in production, but the opposite – high profits could be due to the existence and the abuse of monopoly power. Conversely, low profitability might not be due to poor performance if the firm’s objective is sales or growth maximisation. In this case the firm will be attempting to satisfy rather than maximise profits and therefore its performance should not be judged on the basis of its profit levels. Clearly more than one indicator should be used to measure performance but, as will be seen later, many of these suffer from similar theoretical and empirical problems.

Despite these problems, many tests have been made of the relationships between structural and conduct factors and profitability. In testing the link between market power and the level of profits, concentration ratios have been used as a proxy for market power. The S-C-P model predicts that the more concentrated an industry is, the greater would be the level of abnormal profits. Many empirical tests of this hypothesis have been carried out over the years and early studies supported this proposition; the results of later studies, however, have been contradictory. Economic theory suggests that one of the characteristics of oligopoly and monopoly is the persistence of abnormal profits in the long run. Tests have been carried out of this hypothesis but again the results are contradictory; there seems to be no stable relationship between concentration and the endurance of abnormal profits.

Empirical studies of the relationship between advertising and profit have also been undertaken. The S-C-P model predicts that there would be a positive relationship between the level of advertising and profits. This is because, on the one hand, successful advertising leads to increased sales and therefore economies of scale, and on the other, high advertising expenditure is a barrier to entry. Both of these would enable the firm to enjoy higher profitability. The results of these empirical studies have been equally inconclusive.
Many empirical studies have used regression analysis to estimate relationships between variables. This means that they suffer the same econometric problems discussed below in Chapter 16. Perhaps the relationships are not linear. Some attempts have been made at non-linear estimation but the results are no clearer. A major problem here is the route of causality assumed by the S-C-P model which underlies the empirical testing of these relationships. It could be that high profitability leads to higher levels of concentration rather than the reverse. The numerous problems discussed in this section make it very difficult to come to any conclusions about the relationships between structure, conduct and profitability and to accept or reject the predictions of the S-C-P model.

### 8.3.2 Investment levels

Investment by firms in capital assets is important for many reasons – it is necessary to increase output of products and to facilitate growth and higher profitability and it is especially important in the process of invention and innovation. High investment can also be used as a tool of entry deterrence through the erection of barriers to entry. The wrong investment decisions by the firm can have disastrous results on the operation of the organisation, as can the wrong choice of finance for the investment.

Investment in fixed assets refers to expenditure on new buildings, plant and machinery, vehicles, ships and aircraft. The level of investment is subject to cyclical movements, increasing in times of boom and falling in times of recession. The total level of investment is called gross investment and this can be subdivided into replacement investment, for replacing worn-out and obsolete machines, and net or new investment, which is any investment over and above the replacement level. Table 8.3 shows the breakdown of investment in the UK for 1995, and it can be seen that net investment accounted for only 31 per cent of gross investment in that year so that nearly 70 per cent of investment was for replacement purposes. The most important sector for net invest-

<table>
<thead>
<tr>
<th>Table 8.3 Investment in fixed assets in the UK by sector, at current prices 1995, £ million</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gross investment</strong></td>
</tr>
<tr>
<td>Agriculture, hunting, forestry and fishing</td>
</tr>
<tr>
<td>Mining and quarrying</td>
</tr>
<tr>
<td>Manufacturing</td>
</tr>
<tr>
<td>Electricity, gas and water supply</td>
</tr>
<tr>
<td>Construction</td>
</tr>
<tr>
<td>Wholesale and retail trade; repairs; hotels and restaurants</td>
</tr>
<tr>
<td>Transport, storage and communication</td>
</tr>
<tr>
<td>Financial intermediation, real estate, renting and business activities</td>
</tr>
<tr>
<td>Other services</td>
</tr>
<tr>
<td>Dwellings</td>
</tr>
<tr>
<td><strong>Total</strong></td>
</tr>
</tbody>
</table>

*Source: Adapted from Table 14.4, *UK National Accounts*, Office for National Statistics © 1996, Crown Copyright material is reproduced with the permission of the Controller of HMSO and the Queens Printer for Scotland.*
ment in 1995 was the service sector which accounted for 76 per cent of the total. The two negative values for net investment imply contractions in those sectors. In the UK, there has been a decrease in the size of the agriculture, hunting, forestry and fishing sector while the construction sector is notoriously susceptible to cyclical movements and is sometimes negative and sometimes positive. It is difficult to say whether low investment causes low growth or vice versa, as in the case of the primary sector in the UK.

In the measurement of performance, it is net investment which is important as it leads to a growth in the productive potential of organisations. It can be of two types: capital widening, which involves the use of more capital but with the same capital/labour ratio; or capital deepening, which increases the capital/labour ratio. A replication of a production line would be an example of the former and increased mechanisation of a production line would be an example of the latter. Table 8.4 shows net investment as a percentage of gross investment over a specified period of time.

From Table 8.4 it can be seen that, like gross investment, the level of replacement investment is cyclical. It rose as a percentage of gross investment in the boom of the late 1980s and fell in the recession of the early 1990s. In 1995, net investment was nearly 31 per cent of gross investment, so that nearly 70 per cent of investment that took place in that year was for replacement purposes. More up-to-date information is unavailable as the ONS has ceased publication of the data used in Tables 8.3 and 8.4.

**Table 8.4 Net investment as a percentage of gross investment in the UK, 1985 to 1995**

<table>
<thead>
<tr>
<th>Year</th>
<th>%</th>
<th>Year</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1985</td>
<td>31</td>
<td>1991</td>
<td>35</td>
</tr>
<tr>
<td>1986</td>
<td>30.7</td>
<td>1992</td>
<td>33</td>
</tr>
<tr>
<td>1987</td>
<td>36</td>
<td>1993</td>
<td>30.7</td>
</tr>
<tr>
<td>1988</td>
<td>42</td>
<td>1994</td>
<td>31.2</td>
</tr>
<tr>
<td>1989</td>
<td>46</td>
<td>1995</td>
<td>30.8</td>
</tr>
<tr>
<td>1990</td>
<td>43</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Source:** Adapted from Table 14.4, *UK National Accounts*, Office for National Statistics © 1996, Crown Copyright material is reproduced with the permission of the Controller of HMSO and the Queen’s Printer for Scotland.

### 8.3.3 Productivity

**Productivity** measures the relationship between inputs used and outputs produced. It can be used as a measure of performance since two organisations (or industries) could produce different quantities of output with the same quantities of inputs because of differences in productivity level. The organisation (or industry) with higher productivity levels will be operating at lower cost and therefore more efficiently than the other. The use of productivity as a performance measure overcomes the problems involved in plotting and finding the lowest point of the cost curves of organisations in the determination of efficiency.

The main problems in the use of productivity levels are to do with measurement. First, the output of organisations is heterogeneous and therefore has to be measured in monetary terms. But some outputs are transferred within or between firms without a price being attached to them; also, many of the outputs of the public sector are not priced. There are two main inputs into the production process and these too are subject to measurement difficulties. As far as labour is concerned, a common measure of productivity is output per person employed (see Figure 8.8), but this does not take into
account the number of hours worked or the quantity of capital used or the skill of the workforce. These problems make comparisons very difficult both between industries in one country or internationally. The measurement problems for capital are even greater than for labour; how can the measurement of different machines be standardised other than merely counting the number of machines? For this reason, the measure of productivity usually used is output per person employed, as shown in Figure 8.8.

Figure 8.8 Productivity in the UK, output per person employed (2000 = 100)


Figure 8.8 shows the trend in productivity for the whole economy and the manufacturing sector over a 24-year period. There was a fairly sharp increase in productivity levels in the manufacturing sector in the UK over the 1980s. Productivity growth in the UK compared favourably with that of other countries in the 1980s and 1990s, but research by the Department of Trade and Industry in 1998 found that much of this improvement was due to longer working hours rather than increased efficiency of labour. In 2003, British workers worked 16 per cent more hours than German workers and 11 per cent more than French workers.

A major study on productivity differences was carried out by the McKinsey Global Institute, Mckinsey and Company’s economics think tank, in 1998. It used output per hour worked to measure labour productivity; this is a better measure since it removes the effects of increases in the number of hours worked. The results are summarised in Table 8.5.

Table 8.5 Labour productivity in selected countries, 1997, measured by output per hour worked (UK = 100)

<table>
<thead>
<tr>
<th>Country</th>
<th>Labour productivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>UK</td>
<td>100</td>
</tr>
<tr>
<td>France</td>
<td>126</td>
</tr>
<tr>
<td>West Germany</td>
<td>126</td>
</tr>
<tr>
<td>USA</td>
<td>137</td>
</tr>
</tbody>
</table>

In terms of output per hour worked, labour productivity in the USA is 37 per cent ahead of the UK, while France and Germany are both 26 per cent ahead. This is an average which is variable across sectors of the economy (the UK has performed fairly well in the manufacturing sector but badly in services) and across industries (both the chemical industry and paper products and printing have exceptionally high productivities in the UK).

The McKinsey Report also looked at another measure of productivity called ‘total factor productivity’ which measures the efficiency of both labour and capital. Table 8.6 summarises the survey results for the same four countries. As can be seen, the UK does rather better on this measure of productivity.

Table 8.6 Total factor productivity in selected countries, 1997 (UK = 100)

<table>
<thead>
<tr>
<th>Country</th>
<th>Factor productivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>UK</td>
<td>100</td>
</tr>
<tr>
<td>France</td>
<td>112</td>
</tr>
<tr>
<td>West Germany</td>
<td>114</td>
</tr>
<tr>
<td>USA</td>
<td>127</td>
</tr>
</tbody>
</table>


Although many reasons are put forward for the relatively low productivity levels in the UK, including the educational system, the activities of trade unions, the high value of the pound and low levels of research and development, the major reason given is lack of investment. The McKinsey Report concluded that as far as capital productivity is concerned, the UK performs better than France and Germany and not far behind the USA. It would seem that the investment that does take place is used efficiently enough but that there is not enough of it. Two major factors identified by the report which inhibit productivity growth in the UK are the effects of regulations (which govern markets and land use) and skill shortages.

Low productivity has implications for the performance of organisations and industries but also for wider factors like international competitiveness, growth prospects and inflation.

Key concept: Performance

The concept of performance is a simple one but measuring the performance of firms is difficult. The traditional performance measure is profitability – if a firm makes profits, it is performing well. There are a number of problems with this assertion. First, it is possible that high profits are due to a lack of competition rather than good performance by the firm. Second, some organisations in the public sector are not in business to make a profit, therefore cannot be judged against this benchmark. Because of this, the performance of organisations is measured by a number of factors including profitability. These factors are organisational growth, technological progressiveness, investment levels, efficiency, social performance and productivity.
This chapter has considered important conduct and performance factors. The way in which firms behave is affected by many factors including the market structure in which they operate, the objectives of firms and general macroeconomic conditions. A distinction is made between passive behaviour and strategic behaviour. Strategically, firms could be trying to deter entry through the erection of barriers to entry like advertising and product differentiation; they could be attempting to influence existing market conditions through pricing policy or through mergers and takeovers; or they could be attempting to reduce the level of uncertainty they face through cooperation with other firms. All of these conduct factors and more have been considered in this chapter. In the basic Structure–Conduct–Performance model, conduct is a result of market structure which then goes on to determine performance. A more sophisticated model allows reverse linkages and this is the view that has been adopted above. The effects that conduct has on performance and structure were also discussed.

Several performance indicators have been considered and a similar view has been taken of these – that they are not the passive result of conduct but that they impact upon both conduct and market structure and the dividing line between conduct and performance is often blurred. Although neo-classical economics uses profitability as the main measure of the performance, it is clear from the discussion in this chapter that the measure of performance of firms and industries cannot be based on a single indicator but on a balanced set of indicators like profitability, growth, productivity and investment and other more diverse social indicators.

### Case study

### Advertising

The advertising intensity in a market can be measured by the advertising to sales ratio. Table 8.7 shows advertising to sales ratios for a selection of industries and it can be seen that there are significant differences between the products shown.

<table>
<thead>
<tr>
<th>Product category</th>
<th>Advertising to sales ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shampoo</td>
<td>20.17</td>
</tr>
<tr>
<td>Smoking cessation</td>
<td>14.37</td>
</tr>
<tr>
<td>Soap</td>
<td>11.88</td>
</tr>
<tr>
<td>Washing powder</td>
<td>7.83</td>
</tr>
<tr>
<td>Dishwashers</td>
<td>1.00</td>
</tr>
<tr>
<td>TV sets</td>
<td>0.83</td>
</tr>
<tr>
<td>Beer</td>
<td>0.65</td>
</tr>
<tr>
<td>Refrigerators</td>
<td>0.32</td>
</tr>
<tr>
<td>Vegetables</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Why should the level of advertising vary so much between products? There is not one single explanation but instead a number of factors are put forward to explain the differing levels of advertising intensity.

- The first factor comes directly from the Structure–Conduct–Performance model which sees the level of advertising as a conduct factor which will be influenced by market structure. Oligopolistic markets are characterised by high levels of advertising and Table 8.7 shows that soap and washing powder have relatively high advertising to sales ratios.

- The second explanation concentrates on the qualities of the product. Nelson (1974) talks about two qualities of goods – search qualities and experience qualities. Search qualities are characteristics that can be described in an objective way prior to purchase, for example a computer or a car will be high in search qualities. Experience qualities are characteristics that can only be evaluated after they have been consumed, for example the taste of something or how comfortable something is to wear. The advertising of goods with high search qualities will mainly concentrate on providing consumers with the information needed to make a decision and consequently the demand for such a good will be more price sensitive than those high in experience qualities. In the case of goods high in experience qualities, the level of advertising is likely to be higher since this might be the only source of information which is available and it will tend to be much more persuasive in nature. In Table 8.7, three out of the top four (shampoo, soap and washing powder) are high in experience qualities while goods high in search qualities like dishwashers and TVs have much lower advertising intensities. Empirical evidence seems to support the thesis that goods with high experience qualities are advertised more heavily. In the literature on the marketing of services, a third quality has been added to the above – credence qualities – these are qualities which the consumer may find impossible to evaluate even after purchase and consumption. The intensity of advertising is affected by several factors:

- The frequency of purchase. If a good (e.g. vegetables) is purchased frequently, the consumer does not have to rely on advertising to find out about it: there exists up-to-date and reliable information.

- The durability of the product. A large durable purchase like a dishwasher carries a high penalty for a mistake and so the consumer will seek out as much information as possible from other sources like consumer magazines and is less likely to rely on advertising.

- Empirical evidence shows that there is much more advertising for consumer goods than there is for producer goods. The reasons for this are that the market for producer goods is likely to be fairly small and therefore advertising through mass communication is not necessary. The purchaser of producer goods is likely to be very knowledgeable about the product and their requirement for very specialised information is better met by a sales representative than through advertising. It should be remembered that advertising is just one of a whole range of promotional activities including sales representation. It could be that certain products (e.g. producer goods) are better sold by sales reps than advertising.
The characteristics of the market. In markets where there is a high level of product innovation, high levels of advertising are necessary to keep consumers informed of these changes. Similarly, in the market for baby products, there will be a continual change in the consumer base and therefore high levels of advertising are needed to keep the new consumers informed. The position in a product’s life cycle is likely to have a bearing on the level of advertising in an industry (see Chapter 9). In the birth and growth phases of the product’s life cycle, informative advertising is likely to be high in order to make consumers aware of the product. In the maturity phase of the life cycle, advertising will be more persuasive as firms attempt to increase their market share. In the decline phase, the level of advertising will be low.

Government policy. The product with the second highest advertising to sales ratio – smoking cessation – is a new entrant to the table and reflects current government policy with respect to smoking. In recent years there has been an increase in the attempts to encourage individuals to stop smoking and a great deal of advertising has taken place to make the general public aware of what help is available.

Notes and references

1 Bain, J. S. (1956), Barriers to New Competition, Harvard University Press, Cambridge, MA.
7 Ways of measuring growth include growth in sales, growth in employment, growth in value added and growth in capital employed. Data on these can be found in government publications like Annual Abstract of Statistics, Economic Trends and UK National Accounts (www.ons.gov.uk).
8 Worthington and Britton (2003).
12 Ferguson and Ferguson (1994).
Review and discussion questions

1. Why is the level of advertising high in the market for designer trainers?

2. Use the model in Figure 8.4 to determine the three levels of the product for the following goods: painkillers, beer, CDs. How might this information help in marketing the product?

3. In the relationship between the firm and its suppliers, what are the advantages and disadvantages of the following three possibilities:
   - remaining independent of suppliers, buying supplies as and when needed;
   - having a ‘special relationship’ with suppliers;
   - taking over or merging with suppliers.

Assignments

1. You work for a regional newspaper which is worried about falling circulation levels. You have been asked to come up with some ideas which might help promote loyalty amongst its readers. Produce a short report outlining your ideas.

2. The organisation you work for is producing some PR material on its activities. The managing director has heard of the notion of the social audit and wishes to stress the concept of social responsibility in the PR material. She has asked you to research the factors which would be included in the social audit. Produce a briefing for your MD. (Hint – start with a list of stakeholders for the organisation of your choice.)

Further reading


In Chapter 3 we presented a demand function containing the explanatory variables determining the level of demand for any particular good. Although we noted a tendency in traditional analysis to over-emphasise the importance of price, as consumers might be more or equally interested in non-price factors such as quality, reliability, design, after-sales service, etc. (often referred to as the marketing mix), price nevertheless remains a significant factor in determining demand and ultimately serves as the firm’s source of revenue.

We also noted (see Chapter 5) price to be an important determinant of supply. Thus, if price rises, the firm will consider it profitable to supply additional units. If it is confident that high prices will be maintained, it may then increase productive capacity through additional investment. To calculate the return to such an investment requires an estimate of prices and levels of demand over the lifetime of the investment.

Price is therefore of paramount importance to the firm as a determinant of both supply and demand. To ensure continued success the firm must pay particular attention to its pricing strategy. The purpose of this chapter is to investigate the basis of pricing and outline differing pricing strategies that might be used by business organisations.
9.2 Setting an equilibrium price

In the appendix to Chapter 5 we considered how market price is determined by the forces of supply and demand. From this appendix consider Figure 5.22, here represented and adapted as Figure 9.1.

Real Brew (depicted in Figure 9.1) can be assumed to be one of a number of brands currently available on the market. Real Brew will attempt to create brand loyalty through, for example, innovative advertising and providing a quality product sold in a convivial environment. Nevertheless, due to the competitive nature of the market, the demand curve is likely to remain relatively elastic. Therefore, if the firm was to lower price from \( P_E \) to \( P_1 \), this would result in a relatively significant increase in demand (\( Q_E \) to \( Q_1 \)) as the product becomes more price competitive compared to rivals whose prices are assumed to have remained constant. Similarly, increasing price from \( P_E \) to \( P_2 \) would significantly reduce demand from \( Q_E \) to \( Q_2 \). If the firm was able to increase brand loyalty, and therefore decrease price elasticity, the fall in demand following a price increase would be less.

It is important for the firm to have an equilibrium price: a price where supply is equal to demand (\( P_E \) in Figure 9.1). Consider the problems of setting a price in excess of \( P_E \). The cost would be in terms of unsold stock and inherent cash flow problems as production costs are unlikely to be covered by sales revenue. The high price could also result in a loss of both market share and consumer loyalty which might not be regained were
price later to be reduced. Retail outlets might also decide to stop selling the good if sales were to fall below a critical level. Alternatively, if price is set too low (e.g. below $P_E$ in Figure 9.1), the cost could be seen in terms of excess demand and the frustration of existing and potential customers unable to obtain the good. In their frustration, customers might consume elsewhere and having sampled a rival good might permanently switch their consumer loyalty. Unfulfilled demand also represents a loss of potential sales revenue and leads to unhappy retailers who bear the brunt of consumer dissatisfaction.

9.2.1 Price-takers and price-makers

Can the firm set an equilibrium price? We traditionally see firms as either price-takers or price-makers. You might find it useful at this point to revisit Chapter 7. Also, study the following key concept.

---

Key concept: Price-takers and price-makers

Price-takers

As we have seen, in perfectly competitive markets with large numbers of buyers and sellers and a homogeneous product, the firm has no individual control over price and simply takes the market price. The firm is a price-taker. For example, if we assume a perfectly competitive market for carrot growers, the individual carrot farmer has no control over price and is assumed to take the price as determined in the market by the interaction of market supply (made up of the combined efforts of numerous individual carrot farmers) and total market demand. In such a market, price adjusts to ensure market equilibrium and the individual farmer is always able to sell their product at the going market price. An increase in market demand raises the price at which farmers could sell their existing crop; a bumper harvest lowers market price. The producer is unable to charge more than the market price, as the consumers would then buy the good from a cheaper source. (The known homogeneity of goods ensures consumers always buy from that cheapest supplier.) Due to the large number of producers, no single farmer can influence price by producing more or less of the product, as the effect upon overall supply would be insignificant and market price would remain unaltered.

Price-makers

Non-perfectly competitive markets are typified by firms producing products that are differentiated, yet sufficiently similar in the eyes of the consumer to be included in the same product group or market. The firm therefore has the ability to set its own price which helps determine its competitive position and market share. The firm is now referred to as a price-maker and administers the prices of the goods it produces. However, although it has the discretion to set its own price, the level of demand is determined by market forces. Alternatively, a firm might release
It is in the interest of the firm to set an equilibrium price, although locating and maintaining such equilibrium can pose certain problems for the enterprise. For example, imagine a situation (illustrated in Figure 9.2) where a firm is currently in equilibrium (sales per period of time matching current production). The business now decides to increase demand and market share through a revamped advertising campaign, its aim being to sell more at the existing price. If the new campaign were to increase cost, then those extra costs might be absorbed by a lower profit margin. It is also possible that increased sales could allow the firm to gain further scale economies that might balance out additional advertising costs. Or, as we will assume, the firm might not be spending additional money upon advertising but instead spending the same money on a revamped and more effective campaign. (Note: if the firm incurs additional cost, this should shift the supply curve to the left. That is, given the additional cost, the firm now requires a higher price to supply any given level of supply.)

**Key concept continued**

market clearing price the market price that results in the sale of all current supply of a specific good – the price that clears the market.

It is in the interest of the firm to set an equilibrium price, although locating and maintaining such equilibrium can pose certain problems for the enterprise. For example, imagine a situation (illustrated in Figure 9.2) where a firm is currently in equilibrium (sales per period of time matching current production). The business now decides to increase demand and market share through a revamped advertising campaign, its aim being to sell more at the existing price. If the new campaign were to increase cost, then those extra costs might be absorbed by a lower profit margin. It is also possible that increased sales could allow the firm to gain further scale economies that might balance out additional advertising costs. Or, as we will assume, the firm might not be spending additional money upon advertising but instead spending the same money on a revamped and more effective campaign. (Note: if the firm incurs additional cost, this should shift the supply curve to the left. That is, given the additional cost, the firm now requires a higher price to supply any given level of supply.)

---

**Figure 9.2** Maintaining equilibrium following a shift in the demand curve
In Figure 9.2, we initially assume the firm in equilibrium at a price of $P_E$. The revamped advertising campaign shifts the demand curve to the right from $DD$ to $D'D'$. To maintain an equilibrium at the initial price, the firm should therefore increase production from $Q_E$ to $Q'_E$.

From the diagram this appears straightforward. However, in practice, it can be more problematic. Prior to the launch of the new advertising campaign, the marketing and sales division of the firm would need to consult with the production team to request additional production to satisfy the anticipated extra demand. If it is seen to be difficult or perhaps excessively costly to increase production, the campaign might have to be cancelled or delayed. If the campaign goes ahead, then sales representatives might be dispatched to retailers to persuade them to increase stock in anticipation of increased demand. For example, the publisher of a popular novel soon to be serialised on BBC television would ask its sales representatives to contact book retailers prior to televising, requesting them to increase orders in anticipation of additional consumer interest.

In practice, preventing either excess demand or supply (and therefore maintaining an equilibrium) can be difficult. For instance, a new advertising initiative might fail to generate the anticipated extra demand; it might be affected by a downturn in the economy or by the reactions of competitors. The result is an excess of supply. Alternatively, the campaign might generate more demand than anticipated. In the case of our television serial, the quality of the production might captivate the public and generate higher than expected viewing figures. In both cases, this results in excess demand at the price set.

Despite these problems, it is in the interest of the producer (and retailer) to approach an equilibrium. This might finally be achieved by increasing production to match higher than expected demand or by selling off surplus supplies at discounted prices.

**Stability of an equilibrium**

If an equilibrium is achieved, it is unlikely to remain stable due to the fluctuations in supply and demand. Thus, in foreign exchange markets, the supply and demand for a currency might constantly change reflecting the collective desires of individuals to buy and sell a particular currency. Buyers and sellers are in effect price-takers. Equilibrium is ensured by the price of a currency (its exchange rate) which adjusts many times in a given trading period. Prices in competitive markets are therefore likely to fluctuate constantly to maintain equilibrium.

In non-competitive markets (with administered prices), we generally observe greater price stability as producers usually regain equilibrium by adjusting supply rather than price. For example, if a car manufacturer experiences declining sales for one of its models, its initial reaction would be to cut back on production. If demand increases, the producer reacts by expanding supply. The result is that price remains relatively stable despite changing demand conditions. Even where supply changes (e.g. through a loss of production due to labour problems), the manufacturer is likely to maintain price and ask the consumer to await delivery.

It might not be sensible for the price-maker to constantly adjust price as the act of changing price can be expensive, involving the re-pricing of existing goods, changing catalogue prices, and so on. Constantly changing prices can also create consumer uncertainty, making buyers reluctant to commit themselves to purchases on the expectation that prices might imminently fall. We have also seen in Chapter 7 that the interdependence between firms in non-competitive markets – highlighted in oligopolies – can result in a firm’s reluctance to change price due to its uncertainty as to the reaction from its rivals.
In summary, although price-makers will adjust prices (e.g. to reflect cost changes brought about by technological advance, changing consumer tastes and incomes, or a change in the competitive structure of the market), they generally fluctuate less than in competitive markets where firms are price-takers.

We should finally note that in such non-competitive markets we do not actually have a market price in the sense that individual firms administer the price of each good. Although price is influenced by market conditions, it is not set by those conditions as it is in competitive markets. As stated, the firm is a price-maker as opposed to a price-taker.

### 9.2.2 Supply lags and cobweb theory

How can competitive markets regain equilibrium once it has been disturbed?

We presented a traditional analysis of this question in the appendix to Chapter 5. For example, if the supply curve shifts to the right, there would be an excess supply at the existing price. Price should fall, demand will extend and the quantity supplied diminishes until equilibrium is regained at a higher quantity demanded and supplied than at the original equilibrium. In short, as illustrated in Figure 9.3, we move from point a to a new stable equilibrium at point b.

![Figure 9.3 Movement to a new equilibrium](image)

The downward slope of the demand curve, the upward-sloping supply curve and the resulting market forces brings about the adjustment to a new equilibrium. It is possible, however, that this basic analysis might exaggerate the ease and manner through which competitive markets regain equilibrium. In certain markets, the adjustment mechanism might be slowed, and even prevented, by the time it takes supply to adjust to a change in...
market price. As noted in Chapter 5, supply lags might exist. That is, rather than supply adjusting to a price change in the same time period, supply might only adjust in the next or future time period. For example, an increase in the price of an agricultural product might encourage farmers to increase output. However, they can only do so in the next growing season; we therefore have a one-year time lag.

Specifically, rather than:

\[ S_t = f(P_t) \]

implying that supply in the current time period \( t \) is a function of the price in that same time period. Instead:

\[ S_t = f(P_{t-1}) \]

that is, supply in the current time period depends upon the price in the previous time period. Whereas:

\[ D_t = f(P_t) \]

that is, demand in the current period depends upon the price in the same time period. However, as noted in Chapter 3, there is often a time dimension to demand in that generally speaking demand is more price elastic in the long run than the short run.

In certain industries, the supply lag might be longer than a single time period. For example, if there was an increase in the wages paid to computer programmers, this might encourage more people to consider such a career. However, gaining the necessary qualification might take many years of study and the increased supply might only become evident after a number of years.

Introducing supply lags into the analysis has an interesting effect upon the way in which market forces seek to regain equilibrium. The process is explained through cobweb theory (see Figure 9.4).

As an illustration, assume a perfectly competitive market for a specific agricultural crop, such as potatoes. For simplicity of analysis, assume there is a one-year supply lag, output in the current year being dependent upon price in the previous year. In contrast, demand in the current year depends upon price in that same year. As this is a perfectly competitive market, we assume there to be a large number of producers all taking independent decisions.
on the volume of crops to plant in a given year. This would generally be in accord with the agricultural industry. In our example we preclude any market interventions (e.g. as with the agricultural policies currently in force in the European Union) whereby farmers might receive production quotas for individual products.

**Unstable cobweb**

Consider the necessary conditions for an unstable cobweb: that is, a position where instead of the market converging towards an equilibrium, prices become increasingly unstable, oscillating from high to low, and exploding away from equilibrium.

Imagine in Figure 9.4a that we are initially in equilibrium with a price of $P_1$ and a quantity demanded and supplied of $Q_1$. This equilibrium is now disturbed by an increase in market demand, perhaps as a result of new research extolling the beneficial effects of consuming potatoes. As a consequence the demand curve shifts outwards from $D_t$ to $D'_t$ and in the initial time period ($t_1$) current market supply $Q_1$ commands a price of $P_2$. How will farmers react to this news? Those currently producing potatoes will be particularly pleased and, if possible, might independently decide to produce more potatoes next year ($t_2$) in anticipation of a continued price of $P_2$. Farmers not currently producing potatoes will plan to do so next year. (It is the nature of such competitive markets that producers make their decisions independently of each other. That is, they do not consider the total effect upon the market of the combined decisions of other producers.) The result is that in the following year ($t_2$) total market supply rises to $Q_2$. However, to sell $Q_2$ market price falls to $P_3$, this lower price leading to a market supply of $Q_3$ in the next year ($t_3$) and a high price of $P_4$ in that year to ration the limited supply. The high price of $P_4$ would then lead to a large rise in supply in the following year ($t_4$), necessitating a very low market clearing price.

Observe the path traced out in Figure 9.4a (note why this is called a cobweb). Instead of regaining equilibrium, price and quantity oscillations increase. Market forces move us away from equilibrium. The situation is unstable or explosive. The increasing price oscillations are also shown in Figure 9.4b.

The instability is caused by the supply curve being shallower (or more elastic) at all prices than the demand curve. The relatively elastic supply curve leads to exaggerated changes in market supply as price changes, whilst the less elastic demand curve means that changes in supply require relatively large price movements to clear the market. The reaction of supply is stronger than the response of demand.

**Stable cobweb**

Consider Figure 9.5. We now have a situation where the supply curve is steeper (less elastic) at all prices than the demand curve. The reaction of supply is weaker than the response of demand. That is, the initial price increase brought about by the shift in demand from $D_t$ to $D'_t$ brings about a relatively small increase in market supply, and this supply can be cleared from the market with a relatively small fall in price, etc. Price fluctuations therefore diminish over time (see Figure 9.5b) and the market moves towards a new equilibrium.

Introducing time lags into the analysis illustrates that market forces need not necessarily lead to an equilibrium. However, in reality, the price oscillations observed with an unstable cobweb must reach a limit. We could not imagine prices in alternate years of the cycle going from ridiculously low to ridiculously high, implying that in one year
huge areas of agricultural land are given over to a particular crop and in the following
year production falls to a minuscule scale. Eventually, individual farmers would gain
from experience and start to react differently to price changes, or perhaps government
agencies might intervene in the markets to create stability. Nevertheless, oscillations of
price and quantity are certainly observed in many competitive markets, particularly in
agricultural products. The pig market is often cited as an example.

Note that although the market might be out of equilibrium, market price adjustments
ensure that farmers sell their entire crop, albeit not at prices they had anticipated. Price
adjustments ensure the market is cleared and suppliers are not faced with unsold stock
or excess demand.

9.2.3 Black markets

We have noted the advantage to the firm of setting price at or very near equilibrium.
Nevertheless, we can imagine situations where price might be set in the knowledge that
this will result in excess demand and consumers are thwarted in their desire to purchase
the good at the stated price. This is often the case in the sale of tickets to prestigious
sporting events, for example the World Cup or the annual Football Association Cup
Final in England (see Figure 9.6).

Figure 9.6 illustrates the supply and demand curves for the FA Cup Final, currently
played annually at the Millennium Stadium in Cardiff. For the purpose of this analysis
assume all tickets are sold at a single price. The capacity of the Millennium Stadium is
approximately 75,000 and the supply curve is vertical to the quantity axis at this point, as
whatever the ticket price, this has no immediate impact upon capacity. If the stadium
was to expand capacity, this could be illustrated by the vertical supply curve shifting to
the right. A new 90,000-seat stadium should be available at Wembley in North London
for the 2006 FA Cup Final.
The demand curve DD is relatively inelastic, reflecting the strong desire of each team’s supporters (and other neutral football fans) to obtain tickets irrespective of the price set. The position and relative elasticity of the demand curve will be determined by the perceived attractiveness of the final and the support for each club. For example, a final between Manchester United and Chelsea (currently well-supported and attractive teams) would be certain to create a huge level of interest, perhaps resulting in the demand curve DD in Figure 9.6. Alternatively, a final involving two less attractive clubs, perhaps from a lower division with lower levels of support, would cause the demand curve to shift to the left, perhaps as far as D'D', although all FA Cup Finals are generally sell-outs.

Imagine the FA sets the ticket price at $P_1$, resulting in excess demand for tickets of $Q_2 - Q_1$. Note this is below the free market equilibrium price of $P_2$. In setting the price of $P_1$, the FA only raises revenue equivalent to the area $OP_1bQ_1$ as opposed to a maximum of $OP_2aQ_1$ if it set the equilibrium price of $P_2$. The sum lost to the FA is therefore $P_1P_2ab$.

Why would the FA set a price $P_1$ in the knowledge that it is creating excess demand and sacrificing revenue? The traditional explanation is that loyal fans should not be exploited and that others, perhaps with high incomes who might seldom attend other games, should not be able to outbid true and loyal fans for this showpiece occasion. In fact, to reward loyal fans, the FA allocates a proportion of the seats (although arguably never a sufficient share) to the finalists and these tickets are then distributed to the most loyal fans, giving priority to season-ticket holders and those who can prove through match vouchers to have attended most games through the season. Nevertheless, the popularity of the occasion still results in many disappointed supporters. The allocation to the two finalists is never enough to satisfy their supporters.

Figure 9.6  The market for Football Association Cup Final tickets
When demand is in excess of supply, it is often found that alternative or black markets appear: markets where prices rise above the official price as consumers bid to obtain a good in short supply. In the case of the FA Cup Final, those who obtained tickets at the official price see the possibility of reselling their tickets at a profit to those less fortunate. Middlemen or ticket touts commonly appear who obtain tickets from various sources and sell them on at a profit. Frustrated fans will commonly place advertisements in newspapers offering to buy tickets at inflated prices. Many fans without tickets will go to the stadium before the game in the expectation of approaching a ticket tout to purchase a ticket.

Despite the efforts of the FA and the legal authorities to prevent such practices, the sale of tickets on black markets remains common. If the entire allocation of $Q_1$ in Figure 9.6 were sold at a price of $P_2$, the black market would realise a surplus of $P_2 ab P_1$, representing a net loss of revenue to the FA. In fact, the black market could make even more as certain supporters would willingly pay in excess of $P_2$. That is, as noted in our discussion of consumer surplus (see Chapter 3), $P_2$ can be thought of as representing the price required to sell the last ticket. Intra-marginal consumers might be willing to pay higher prices. In short, the black marketeers might seek to capture some of the consumer surplus through discriminatory pricing (see below).

We might imagine other situations whereby a firm or organisation appears to knowingly set a price where demand exceeds supply. For example, it might be awaiting increases in supply (perhaps due to unforeseen or mismanaged production problems) and would not wish in the short term to increase price from its current position. In the short term the firm might take orders, promising to deliver at a later date.

It is even possible to imagine a situation where it is a positive marketing decision to deliberately set price and production at such levels that the consumer has difficulty in obtaining the good. The shortage of the good can create a certain cachet, with consumers priding themselves on their ability to obtain the good, or the period they had to wait to receive the good. An example could be seen with the Morgan sports car. This is a relatively rare and classic British sports car produced largely through non-production-line techniques. The company prides itself on hand finishing and a degree of uniqueness. The car is sufficiently popular within its niche market that at the price charged there is a persistently long waiting list of customers. Economic theory might therefore predict that Morgan should either increase price and/or increase production. However, the company has been generally reluctant to do either on the basis that drastically increasing supply might lead to a lowering of quality standards. The current price is also seen as appropriate for the firm’s market positioning. Further, as noted, the company and customers also benefit from the perceived rarity and resulting attractiveness of the car. The typical Morgan owner would not like to be seen driving a mass-produced and commonly seen car.

Despite the above observations, it still generally remains in the interest of the firm to seek an equilibrium price. Firms that do so, adjusting price and production in line with changing market conditions, are likely to remain the most successful over time.
Supermarket pricing jargon and practices

Supermarkets commonly use a variety of pricing practices and selling strategies to enhance performance and take advantage of their market power. The below provides an illustration of common techniques.

**Below cost selling – loss leaders**

To attract custom, supermarkets often sell certain items below cost, or as loss leaders. Items commonly priced below cost, or else with an exceedingly low profit margin, include such basics as sugar, bread or milk. Such goods are also commonly referred to as ‘known value items’, or KVIs, in that customers are believed to know their value and therefore have a good idea of their appropriate price. Pricing these items below or near cost therefore readily signifies them as real bargains, tempting consumers into the store. The supermarket then relies on the shopper also to purchase other goods with higher prices and profit margins, where it is likely the customer has relatively less knowledge of their real value and appropriate price. Customers who persist in only, or largely, purchasing ‘below cost’ items are commonly referred to as ‘cherry pickers’, and are understandably unpopular with supermarkets.

Selling goods below cost is unlawful in certain countries, for example, France, Ireland and Germany, to protect smaller retailers who might then have difficulty in competing.

**‘Price flexing’**

This refers to individual supermarket chains setting a different price for the same good in different geographic locations to reflect differing demand conditions and local competition. Whilst the UK Competition Commission described such a practice as operating ‘against the consumer interest’, it did not recommend legislating against it. It therefore remains common practice in the UK. In terms of our economic analysis, this could be seen as third-degree price discrimination, see Section 9.4.4.

**‘Hot spots’**

Supermarket terminology for shelf positions within the store where commodities sell best. For example, at eye level, the middle of an isle, or apparently best of all, at the ‘gondola end’. Positioning sweets and chocolates by the checkout also proves attractive to sales. Supermarkets commonly require suppliers to pay a special fee to allow their products to be displayed in such prime locations.

**BOGOF, BTGTOF or BOGOHP**

That is, ‘Buy one, get one free’, ‘Buy two, get the third one free’, or ‘Buy one, get one half price’. Such offers can appeal to customers as it appears, particularly with BOGOF and BTGTOF, they are getting something for nothing. In reality, the offers represent a per unit price cut of 50 per cent, 33 per cent and 25 per cent respectively and could be seen as a form of second-degree price discrimination (see Section 9.4.4). This practice is not confined to supermarkets. For example, booksellers occasionally offer three books for the price of two over a given range of books. But, thankfully, rarely economics textbooks!
We have seen how profit-maximising firms produce to the point where marginal cost equals marginal revenue (see Chapter 5). In so doing a unique price emerges. However, we also noted that identifying such a position is in reality somewhat difficult. Would the firm have the necessary knowledge of marginal cost and marginal revenue?

As observed previously a business might only be aware of the additional cost of producing an extra batch of output rather than the extra cost of a single unit. It might then estimate the change in total revenue of selling that extra batch. This forms the basis of incremental pricing. That is, rather than pricing based upon strict marginal rules, we instead more reasonably deal with larger changes in cost and revenue. The basis of the marginal approach still remains intact, the profit-maximising firm now producing to the point where the incremental change in total cost equals the incremental change in total revenue.

In Chapter 5 we also introduced the concept of the shut-down price and noted that, in the short run, a firm might continue to produce so long as the revenue generated at least helped to pay the burden of fixed cost. In short, the firm compares the costs of not producing (fixed cost) against the losses incurred through producing. So long as total revenue earned is greater than total variable cost, the firm then produces in the short run as the loss incurred would be less than fixed cost. We will refer to this concept under peak load pricing in Section 9.4.6.

Competitive market share will influence price. As indicated in Chapter 7, traditionally we identify four market structures, namely:

1. perfect competition
2. monopolistic competition
3. oligopoly
4. monopoly.

The discussion below briefly reviews these market structures and examines the forces underlying pricing behaviour in each type of market.

### 9.3.1 Perfect competition

Under perfect competition, as we have seen, firms are price-takers. Price is determined in the market by the interaction of market demand and market supply and the firm has no individual say in the determination of price and therefore no meaningful pricing strategy. The producer is unable to sell above market price and all firms charge that same price. In this situation, a firm must remain fully efficient to survive and therefore by definition will always maximise profit. It has no discretion to pursue alternative policies. Examples of such markets are difficult to find, yet are approximated by many agricultural markets and situations where there is coordinated trading with clear lines of communication and near perfect information.

### 9.3.2 Monopolistic competition

The monopolistically competitive market (often referred to as imperfect competition) is similar to perfect competition with the exception that goods are heterogeneous rather
than homogeneous. Firms attempt to differentiate their goods from competitors through branding, often supported by extensive advertising.

Although the products might be essentially similar, it is only important that they appear different in the eyes of the consumer. In so doing, the firm seeks to create a degree of brand loyalty and its demand curve will be downward sloping. The more successful the branding, the lower the price elasticity. The firm is therefore no longer a price-taker and can, for example, raise price without losing all custom. The lower the price elasticity, the fewer the customers it will lose.

The freedom of new firms to enter the market, and the high degree of substitutability between competing products, ensures that firms are continuously in a highly competitive environment. As in perfect competition they must remain efficient to survive. They therefore have no real discretion to pursue anything but profit maximisation.

9.3.3 Oligopoly

The essential features of oligopoly are uncertainty and interdependence. Firms are aware that if they change price, this might have an unpredictable effect upon sales as they cannot be sure of the reaction of competitors. For example, if there were three fast-food outlets in a given location, then each outlet would believe that if it individually was to change its prices (or perhaps extend its opening hours), this would almost certainly bring forth a competitive reaction. As a result, firms might be reluctant to change prices (perhaps, as in monopolistic competition, choosing to compete through non-price competition), or else they might seek to create a degree of market certainty through collusion or other non-competitive practices.

An essential feature of oligopoly therefore is that the firm (in contrast to firms in monopolistic competition) sets price and other marketing variables in full awareness of its interdependence with other firms. It will also be aware of potential competitors, who might seek to join the industry if potential profits appear sufficiently attractive. Existing firms seek to prevent such entry by collectively setting prices sufficiently low to discourage entry. This practice is referred to as entry preventing pricing (see below).

Oligopoly is therefore an indeterminate market structure in that there is no single model of oligopolistic behaviour. An individual oligopoly might be characterised by either competition or collusion, and pricing strategy might include price competition, price rigidity, price leadership or other forms of price collusion.

Barriers to entry result in firms typically earning abnormal profit in both the short and long run. Therefore, in contrast to both perfect competition and monopolistic competition, firms have the discretion to earn less than maximum profit and pursue non-profit-maximising goals: in effect, they can achieve less than maximum profit and still survive in the market. Further, given that oligopolistic markets are characterised by there being a relatively small number of firms (hence the strong interdependence), those firms are likely to be relatively large and typically set up as joint-stock companies with managers and shareholders. We now have (as outlined in Chapter 6) the probability of a divorce of ownership from control, with managers able to pursue non-profit-maximising goals subject to the constraints of shareholders.

Managerial objectives clearly have an impact upon pricing strategy. For example, as we saw in Baumol’s model of sales revenue maximisation (see Chapter 6), firms seeking maximum sales revenue (subject to a profit constraint) typically set a lower price, and
consequently sell more, than a profit-maximising firm. If the firm were a utility maximiser (see Williamson’s model), a corporate growth maximiser (see Marris’s model), or a satisficer (see our behavioural model), this would similarly impact upon pricing. In short, different managerial goals, and any change in these, will impact upon price. Thus, a firm might decide to maximise growth and market share in the short run through relatively low pricing and later capitalise on increased market power by raising prices in the long run.

9.3.4 Monopoly

As with oligopoly, the monopolist is a price-maker, although a lack of competitors means that the monopolist has complete discretion (subject to possible government control) over pricing. Unless absolute entry barriers exist, the monopolist might still be wary of the emergence of potential competitors and set an entry preventing price.

It would also be unreasonable to imagine the monopolist having absolute power over consumers. If this were the case, it might be illustrated by the monopolist’s demand curve being either:

- **perfectly inelastic** (i.e. implying that consumers will always buy a fixed volume independent of price), or
- **of unitary elasticity** (i.e. implying that the monopolist will capture the same total revenue or total expenditure no matter what price is set). Such a demand curve could exist if we imagined the monopolist to have complete control over all goods and services, i.e. monopoly over all supply in the economy. We might imagine the demand curve representing the demand for a composite product sold at a single price.

What might be the pricing strategy in either of the above extremes?

With **perfect inelasticity**, it is impossible to imagine an optimum price, as the monopolist could theoretically raise price indefinitely and keep increasing total revenue and profit. To reach equilibrium, we could imagine there is a finite price above which consumers would not purchase any units, or perhaps the demand curve becomes less than perfectly inelastic above that price.

With **unitary elasticity** no matter what price is set the firm earns constant total revenue. To maximise profit it makes sense to minimise cost by setting price where demand (and output) is limited to a single unit. However, the flaw with this proposition is that this level of output necessitates a minimum level of employment, and therefore in the next time period factor incomes and consumer purchasing power would be exceedingly low, limiting the potential for further profit. The implication is that maximising profit over a period of time involves setting price to achieve an optimal balance between output and factor incomes – hardly a straightforward proposition.

In reality the monopolist’s power is less than absolute and the demand curve is downward sloping with an elasticity dependent upon the substitutability of that good against those supplied by firms in other markets. For example, although a single company might have a monopoly over bus travel in a given location, it still faces competition from other modes of transport including train, private car, taxis and bicycles. In setting bus fares, the company will be constantly aware of the pricing strategy and attractiveness to consumers of those alternatives. As the degree of monopoly power increases, the monopolist has a greater opportunity to charge high prices. If monopoly power falls, then demand becomes more price-sensitive and the monopolist has less ability to charge high prices.
If the monopolist seeks profit maximisation then our marginal analysis (MC = MR) provides the basis of pricing strategy. However, as in oligopoly, the likelihood of abnormal profit allows the monopolist to choose non-profit-maximising objectives (subject to the constraints of shareholders) and still survive in the market. Whatever the objective, the monopolist’s market power will assist its achievement.

The monopoly might engage in price discrimination, charging different prices to different consumers (or different prices for different units to the same consumers) for the same good. This practice is most common where the producer has control over the supply of a given commodity and is therefore most associated with monopoly or strong oligopoly situations (see below).

### 9.4 Alternative pricing strategies

We have outlined pricing strategies within the context of a traditional profit-maximising model, and indicated how different managerial objectives might impact upon pricing. We will now take the analysis further and examine a number of other key pricing strategies and issues. Specifically, we will consider:

- entry preventing pricing
- mark-up pricing
- product life cycle pricing (including new product pricing)
- price discrimination
- joint-product pricing
- peak load pricing
- transfer pricing.

#### 9.4.1 Entry preventing pricing

It was originally observed by Bain (1947)\(^2\) that traditional economic analysis failed to consider the impact of potential competition in pricing strategy as it was assumed that price was set to maximise short-run profits irrespective of whether this might encourage other firms to enter the market. Firms were only concerned with actual competition between established firms rather than including an awareness of potential competition. Bain, however, stressed the probability of a dual recognised interdependence between existing and potential firms. Firms might then set a short-run non-profit-maximising price that nevertheless maximises long-run profitability by preventing entry.

**Entry preventing pricing** is likely in oligopolies and monopolies where the existence of entry barriers brings the possibility of abnormal profit which existing firms are eager to protect. In perfect competition and monopolistic competition, the assumption of freedom of entry ensures that in the long run firms earn only normal profit.

We will develop a basic model of entry preventing prices based upon Bain’s original analysis. This is illustrated in Figure 9.7.
Assume:

1 Existing and potential firms face the same long-run average cost curve (LRAC) depicted in Figure 9.7a. This shows increasing returns to scale up to an MES (minimum efficient size) of \( X \) and then constant returns to scale. As all firms (existing and potential) face the same LRAC, no firm possesses a cost advantage over another and there are no barriers to entry due to a cost advantage existing over potential firms. (If this were the case, the LRAC of the potential firm would lie above that of existing firms.) The only cost disadvantage a firm might face would be in producing less than \( X \). Potential firms will not enter the market unless they can produce at least \( X \).

2 The demand curve in Figure 9.7b is the market demand curve. Existing and potential firms are assumed to know the position and elasticity of this curve.

3 Existing and potential firms produce such similar products that there are no barriers to entry due to the reluctance of customers to consider purchasing the product of a new entrant. Indeed, the model assumes that existing and potential firms all charge the same price, implying either product homogeneity or that products are such close substitutes that consumer preferences are evenly distributed between producers. As a consequence, the total market is shared equally between producers and a new entrant would gain the same market share as existing firms.

4 \( P_C \) in Figure 9.7a represents the competitive price, where \( P_C = LRAC \). \( X_C \) in Figure 9.7b is the competitive market output.

5 The potential entrant believes existing producers will maintain their current output following entry. Existing firms believe the potential firm will only enter if they can bring \( X \) onto the market. There is therefore a double conjecture: one on behalf of the entrant, another on behalf of existing firms. This is generally referred to as the Sylos postulate.\(^3\)

The Sylos postulate provides an entry preventing price. That is, existing firms collectively decide to produce \( X_L \) in Figure 9.7b in the belief that if a potential firm were to enter the market with an output of \( X \) (where \( X = X_C - X_L \) and therefore \( X_L = X_C - X \)), market
price would fall to (or just below) $P_C$. As the potential firm believes that existing firms will maintain output, they know that $P_L$ is an entry preventing price. With a post-entry price just below $P_C$, they make a loss. The distance $P_L - P_C$ is referred to as the entry premium – the degree to which price can exceed the competitive price without allowing entry.

The size of the entry premium will depend significantly upon the following:

1. **The size of MES.** The larger the minimum efficient size, the higher the entry premium. With a large MES, the extra output brought onto the market by the entrant leads to a relatively large fall in pre-entry price. Consequently, $P_L$ and the entry premium can be relatively large without attracting entry. The converse would be the case with a relatively small MES.

2. **The total size of the market at the competitive price ($X_C$).** The larger $X_C$, the lower the entry premium, and vice versa. With a large total market, the extra output contributed by the entrant would result in a small fall in pre-entry price. Therefore, $P_L$ and the entry premium would need to be relatively low to preclude entry. The opposite would be the case if $X_C$ were relatively small.

3. **Price elasticity of market demand.** The lower the elasticity, the higher the entry premium, and vice versa. For example, with a relatively low price elasticity, extra output can only be cleared with a relatively large decrease in price. $P_L$ can therefore be set relatively high.

From a consideration of the above points we note that $P_L$ and the entry premium will be greatest where market demand is inelastic, MES is relatively large and the size of the competitive market ($X_C$) relatively small.

The basic model has, however, certain weaknesses. Most particularly, the assumption that existing firms maintain output post-entry is a rather accommodating and defensive reaction on the part of those firms. As Bain pointed out, other reactions are likely. For example, by acting more aggressively, existing firms might initiate a price war and force post-entry price down further by increasing output. Although this places existing firms in a loss-making situation, they are likely, in contrast to the entrant, to have sufficient financial reserves to sustain losses. In reality, entrance into an existing market is a risky business. The entrant can never be sure of the reception they will receive. The climate of uncertainty might itself act as a deterrent.

The model also assumes the entrant to be a new firm. Alternatively, we might have cross-entry where the entrant is a firm already producing in another industry, such as Virgin moving into rail transport or financial services. Entry could also be via vertical integration, or takeover. The entrant might now be capable of sustaining short-term losses and bearing the cost of producing below MES.

Economies to scale are assumed the only barrier to entry within the model in that the firm must be capable of producing up to MES. In reality, other barriers to entry are possible. These could include:

- **Produce differentiation barriers:** existing customers are likely to have a preference for current brands. The new entrant has the problem of attracting new customers. This might involve costly advertising or low pricing.

- **High initial investment requirements:** setting up a new business can be expensive, often involving large initial capital outlay. The new entrant might not have access to such funds, or only at higher interest rates than charged to existing firms. If the entrant
were forced to pay a higher interest rate, then they would also suffer an absolute cost disadvantage.

- Absolute cost advantages: existing firms might have absolute cost advantages due to their production and managerial know-how, their control of raw materials, the need for the entrant to expend large sums on staff training, etc. Where this is the case the LRAC of established firms would be below that of existing firms.

The above barriers to entry can further influence the size of the entry preventing price. For example, absolute cost advantages can allow existing firms to prevent entry by keeping price below the LRAC of the potential entrant.

However, once again, these barriers are less significant with cross-entry (e.g. Virgin using their brand name to break down a product differentiation barrier, or their access to capital can solve problems associated with high initial capital requirements). A new entrant might actually have an absolute cost advantage over existing firms by introducing new technology and ideas, or by having access to cheaper sources of supply. Accordingly their LRAC might be lower than that of existing firms.

Finally, we should note that alternative pricing strategies to those implied in our basic model also exist. A business, for instance, might set price to maximise profits in the short run and revert to a limit price upon the threat of entry. Or it might maximise short-run profit irrespective of the known threat of entry in the knowledge that it plans to exit the market once new entrants emerge. Alternatively, in continually expanding markets, existing firms may be unconcerned with entry; they might only seek to control the number of entrants rather than pursue absolute exclusion.

9.4.2 Mark-up pricing

If you were to ask a business how it determines price, what answer might you expect? Could you imagine those responsible constructing a graph of average costs, marginal cost, demand (average revenue) and marginal revenue and then – eureka! – equating marginal cost and marginal revenue and announcing that time period’s optimal price and production level? It hardly seems likely. In fact, the most likely response is that they use a form of mark-up pricing whereby they simply add a mark-up for profit on top of average cost (average variable plus average fixed). That is:

\[ P = AVC + AFC + \text{mark-up} \]

Once price is determined the firm sells all it can at that price. There is no assumed knowledge of the demand curve.

The approach raises a number of questions, as follows:

How does the firm determine the level of output at which to estimate cost?

Traditional pricing \((MC = MR)\) provides a determinate level of output. Mark-up pricing assumes the firm places a profit mark-up in addition to cost, yet does not specify the level of output at which to estimate cost.

We saw in Chapter 5 how output affects average cost per unit produced. In the long-run this was explained by the concepts of increasing, constant and decreasing returns to scale. In the short run it was determined by whether the firm produced above or below optimum capacity – that level of output where short-run average cost (SRAC) is at a
minimum. We also noted that short-run average variable cost (SRAVC) might be saucer-shaped due to the divisibility of the fixed factor(s), and that SRAVC and marginal cost (MC) would be equal over that range of output. This was illustrated in Figures 5.7 and 5.8 of Chapter 5 and is presented here as Figure 9.8.

![Short-run average cost curves and the price mark-up](image)

**Figure 9.8  Short-run average cost curves and the price mark-up**

It is usual for firms to base their mark-up upon short-run rather than long-run cost. Short-run data is more reliable as long-run involves estimates of future factor prices and the impact of technical change. Figure 9.8 illustrates a short-run situation. Between points x and y, the firm has reserve capacity due to the divisibility of the fixed factor(s). Average total costs (ATC) continue to fall up to point z due to falling average fixed costs (AFC).

With reserve capacity the firm can produce between points x and y in Figure 9.8 with constant AVC per unit. Although the firm might produce at any point between x and y, it is usual for firms to consider their normal utilisation of capacity to be approximately two-thirds to three-quarters towards y, approximately at point a. In so doing they benefit from lower ATC and maintain a degree of reserve capacity. This normal level of utilisation is also referred to as the plant’s load factor.

A firm therefore determines its mark-up from point a. It is usual for it to firstly estimate AVC (equal to MC in our example), add a charge for overheads (AFC) and then add a percentage mark-up, or profit margin. Our mark-up price is therefore P in Figure 9.8. The firm then sells all it can at that price. Actual sales are determined by the firm’s demand curve although the firm is assumed to have no knowledge of its position. If it fails to sell a, it should consider decreasing output. If excess demand exists, then it might increase output and possibly consider increasing the size of plant.
At its crudest, mark-up pricing appears to assume no consideration of demand: the mark-up is simply placed upon cost. However, as we will see below, the size of the mark-up is likely to be closely influenced by the nature of demand.

How might fixed costs be allocated where the firm produces more than one product?

Where fixed costs are shared between a number of products, those costs should be apportioned to each product. For example, when a private hospital costs its various services, from heart surgery to the removal of an appendix, it must allocate fixed costs (overheads) between individual activities including surgical procedures.

A general principle is to allocate fixed costs amongst products in proportion to their variable cost. For example, if total fixed costs are estimated at £2 million and total variable cost for a particular product at £0.5 million, the firm might add a charge for overheads at 400 per cent of variable cost. Therefore, if AVC were estimated at £1.00, the addition for overheads would be £4.00, leading to a full cost figure of £5.00. The mark-up would then be charged to obtain market price. (The principles involved in allocated fixed costs are the subject of absorption costing in accountancy.)

Despite recognised conventions and accounting rules, firms might nevertheless choose their own methods. For example, a new product might be under-allocated overheads to provide an early opportunity to gain market share. Successful or mature products might receive an over-allocation despite this creating artificially low profit margins. Relatively price inelastic products may be allocated more overheads than those with a high price elasticity on the grounds that price inelastic goods can sustain relatively high prices. However, where overheads are apportioned without true consideration of their true contribution to the total cost of a product, this can lead to inappropriate resource allocation and decision making within the firm. Thus, over-allocating overheads to previously successful products might result in their losing market share and possibly being withdrawn from the market.

By including both fixed and variable cost in pricing, the firm is using a principle of fully allocated costs. The approach is also referred to as full cost pricing. Such a pricing strategy is most appropriate where the firm is operating at full capacity, in a period of peak demand. In an off-peak period where the firm has excess capacity, it can be more appropriate to consider only incremental costs (variable costs) in price setting. This will be considered in Section 9.4.6.

What determines the size of the mark-up?

The size of the mark-up will be determined by a number of factors such as the margin required to achieve an acceptable level of profit. This could be the level of profit earned in a comparable alternative investment.

Where the firm has a profit target, we may distinguish between a profit target per unit of output as opposed to a target profit volume from total sales. In the first case, the mark-up would be constant and independent of output (see Figure 9.9a). In contrast, the mark-up to achieve a target profit volume varies according to sales. Low sales require a high mark-up; high sales need only a low mark-up. This is illustrated in Figure 9.9b. Note, however, that there is a degree of circular causation in this argument as the high mark-up (and therefore high price) required to achieve a particular target profit volume may itself cause the low sales. A lower mark-up (and therefore lower price) could gener-
ate higher sales. This illustrates the dilemma of the small trader in that low sales may necessitate large mark-ups to generate profit targets, yet those high mark-ups could be a major reason for low sales.

The firm should be sensitive to demand considerations when setting a mark-up and may arrive at an appropriate mark-up through trial and error. If an initial mark-up results in unsold stock, this might necessitate a reduction in mark-up, decreased production, or a combination of both. If a mark-up creates excess demand, then either the mark-up or output could be increased, or an appropriate combination of both. A knowledge of the demand curve would clearly help, although, as noted, the firm might readjust its mark-up and output to achieve sales and profit targets.

The mark-up should be sensitive to competitive market pressures. Where the product faces strong competition, we would expect a relatively low mark-up. A high mark-up would cause customers to buy cheaper alternatives. In less competitive situations, the mark-up could be higher. The size of the mark-up should therefore be inversely related to the value of price elasticity. High price elasticity, low mark-up: low price elasticity, high mark-up.

A firm selling a range of products might charge a different mark-up for each good depending on its relative price elasticity.

The firm should also be willing to alter the mark-up and target profit to reflect changing market conditions. For example, if the economy moves into or towards a recession, then market demand will be relatively low and firms may have to adjust their profit mark-up downwards. The mark-up can be increased when the economy recovers.

The mark-up might also be set to discourage the entry of new firms and we would expect a higher mark-up with more significant barriers to entry. The firm will also be likely to take into account the reaction and behaviour of rivals. In oligopolistic markets, for example, firms might be unwilling to increase price when faced with increased costs for fear of losing market shares to their rivals. They would therefore maintain price and charge a lower mark-up.

Figure 9.9  Mark-up to achieve profit targets: (a) profit target per unit of sales; (b) profit target volume from total sales
Can mark-up pricing lead to profit maximisation?
The size of the mark-up should be sensitive to demand and firms should adjust their mark-up in reaction to new demand conditions. However, they might not make adjustments as a consequence of relatively small changes in demand due to the administrative costs of constantly (or marginally) changing list prices. Continuous price changing can also create uncertainty for the consumer. Also (as noted above) prices might not change due to the uncertainty of oligopolistic interdependence. (Such observations and reservations could, however, also be made with regards to the profit maximiser.)

The mark-up pricer should also adjust price in recognition of cost changes in a similar fashion to the profit maximiser. Once again, adjustments might not be made as a result of relatively small changes in cost for the reasons noted above. (The same might also be said for the profit maximiser.) However, note that the mark-up is made from the level of output associated with normal capacity, or load factor. In contrast, the profit maximiser calculates optimum output by consideration of both marginal cost and marginal revenue.

Where does this leave us? It is probably fair to say that there is less conflict between mark-up pricing and profit-maximising pricing than originally supposed. Mark-up pricing, particularly where an experienced firm sets its mark-up (possibly by trial and error) in sensitivity to demand conditions, and adjusts price in relation to cost changes, might approximate profit maximisation.

9.4.3 Produce life cycle pricing

Products and brands typically have a finite market life and during the various stages of that life the firm might employ different and appropriate pricing strategies. We may identify four stages in a product’s life cycle:

1. product launch
2. product growth
3. product maturity
4. product decline.

The stages are illustrated in Figure 9.10.

![Figure 9.10 The stages of a product’s life cycle](image)
Product launch

Determining price for a genuinely new product (as opposed to a new variant of an existing product) is problematic when there is little real knowledge of the potential market. Estimates of demand might be widely inaccurate. Price will clearly be influenced by cost, with the firm needing to raise revenue to cover production, promotional and development costs. Where the firm is already selling other goods, these might subsidise the cost of the new product. Where overheads are shared between products, the firm might decide to under-allocate overheads to the new product (see the discussion above).

The firm must decide a pricing strategy. Two general strategies can be identified, a skimming and a penetration pricing strategy.

Skimming

With a skimming strategy the firm sets a high launch price with the expectation of high initial profits and of recovering costs (including development costs and the high promotional costs that are likely to accompany the strategy) as soon as possible. This strategy might be most appropriate where the firm is taking advantage of a monopoly situation (and low price elasticity) when introducing a genuinely unique product or product variant. A high price may also help create a quality image for a new product. Customers purchasing innovatory new products are also likely to be less price-sensitive and to be willing to pay relatively high prices.

A skimming strategy would be less appropriate where the new product already faces competition from other firms. A high-price/low-volume strategy would also be less appropriate where a firm might gain significant scale economies through producing at greater volume. The firm should also consider the impact of a high price upon entry and may wish to lower price to discourage entry. Alternatively, it may ignore entry either believing this to be inevitable, or anyway intending to cease production once competition emerges. This might be the case with the originator of a new clothing fashion; once imitations appear, it plans its next fashion launch.

Penetration

This strategy implies a low initial price in the expectation of gaining significant market share and creating brand loyalty in advance of emergent competition. It therefore implies the firm intends to remain in the market for a significant time period. The strategy might also be appropriate where significant cost efficiencies can be gained by producing at high volume and where price elasticity is relatively high.

The firm might set its launch price at or even below cost in an attempt to quickly gain market share, and could use the revenue from established goods to finance short-term losses. Where other sources of sales revenue are not available, it should include an allowance for short-term losses in its strategic calculation of long-term viability. Once market share and a consumer base are established, it may feel able to increase price.

The firm might adjust price early into the launch phase once it has gained better knowledge of the price elasticity of demand and the likelihood of the entry of competitors. For example, the probability of entry might now be seen to have been exaggerated and the firm might feel able to increase price. Alternatively, a high price might have been chosen in the belief that price elasticity was relatively low. In the event, disappointing sales might now indicate higher price elasticity and the need to lower price.
Product growth
Consumer resistance to the new product has now been overcome and a mass market is approached. New customers are likely to be more price-conscious than those bolder customers who were willing to buy at the launch phase. This will necessitate a lower price to encourage consumption. Increased sales and production may also allow firms to benefit from scale economies.

Rival brands are now likely to join the market leading to oligopolistic interdependence. However, despite competition, the growing market allows firms to experience sales growth. New firms may compete through introducing product variants rather than lower prices. The market becomes more segmented (an increased range of product variations).

Product maturity
Maturity is achieved when most households who realistically aspire to a good now own one. This is now the case with colour televisions in a developed economy. Most demand is now determined by consumers replacing their existing product as it either breaks down, becomes unreliable, or is seen to be out of date compared to new product variants available in the market. The rate of replacement will be influenced by such factors as the cost of repair relative to the cost of renewal and the attractiveness of new variants. For example, the consumer might be persuaded to replace their existing television with a widescreen model.

Demand will also be influenced by the state of the economy. In general, job insecurity in a recession causes households to delay exchanging their old car for a new model. Company fleet buyers might similarly delay replacement of their sales representatives’ cars. Replacement eventually takes place as the economy improves.

Competition is now intense with a number of firms competing to maintain sales and market share in the face of slow market growth. Competition increasingly emerges through the development and promotion of new product variants and the updating and replacing of existing products. Individual firms might produce a range of variants, although generally competing in a specific quality segment of the market. An example would be Sony producing a range of relatively expensive high-quality televisions, whilst Matsui (the brand name sold by the British retailer Dixons) competes with lower prices at the lower-quality end of the market.

Firms producing high-quality goods will be able to charge high prices and also usually invest heavily in product development and marketing. Firms at the other end of the quality spectrum may compete through lower prices and are more likely to replicate than initiate innovation. The intensity of competition may result in the periodic outbreak of price wars, although oligopolistic interdependence can also be characterised by price stability due to rival firms’ awareness that price decreases will almost certainly provoke retaliation.

Product decline
A product might decline following the launch of a new or superior alternative brought about by technological advance as with the decline of the manual or electric typewriter and the launch of the personal computer and word processor, or, in previous decades, the decline of the horse-drawn carriage and the launch of the motor car. Products might also decline due to a change in consumer tastes (e.g. the general decline in cigarette
smoking in developed economies over recent years). A specific brand might go into decline, for example see the following mini case.

Faced with product decline, we might at first witness intense competition between suppliers in an attempt to retain sales in a declining market, involving both price and non-price competition, such as more attractive credit facilities, extended warranties, etc. Less successful firms might withdraw from the market at an early stage. Market leaders might retain relatively high prices in the expectation of continued consumer loyalty, although now being less likely to invest in product development and instead using increased profit to promote alternative products.

Eventually, the market might go into continued or terminal decline with the product becoming virtually obsolete. Alternatively, the decline might slow, leaving a smaller number of producers largely catering for replacement demand.

Mini case

Is KitKat in ‘decline’?

Many chocolate confectionery bars have been in existence for a long time. A prime UK example is the KitKat, a chocolate covered biscuit with a distinctive red and white logo, produced by Nestlé Rowntree. The bar was first introduced in 1935 under the name of Rowntree’s Chocolate Crisp. Two years later, the ‘catchier’ name of ‘KitKat’ was adopted. Within a further year, it became the company’s best seller, and today is still one of the most popular chocolate bars in the UK.

However, sales in recent years have been in sharp decline, falling by 5.4 per cent from nearly £123 million in 2002 to just over £116 million by the end of 2003. Are customers taking its famous advertising slogan, ‘Have a Break, Have a KitKat’, too literally and taking ‘a Break’? Has KitKat moved from the maturity stage of the product life cycle (see Section 9.4.3), to the decline stage? Is the decline permanent?

The company has certainly sought to maintain sales through continued advertising and the introduction of product extensions or variants, for example, KitKat Chunky, introduced in 1999 and KitKat Cubes shortly later. Overall, sales nevertheless remained in decline in 2004.

On the supply side, the UK confectionery market is a huge and very competitive industry. Britons eat around 10kg of chocolate each per year, making them by far the largest chocolate consumers in Europe. Nevertheless, sales are generally considered to have reached saturation. It is therefore difficult to persuade people to eat more chocolate, not assisted by recent government campaigns to lower adult and child obesity. According to John Band, consumer markets analyst for Datamonitor, quoted in the Guardian, 19 February 2004, ‘The way the competition has been playing out over the last five years has been very much one of bringing out exciting new products or extending lines to steal share and sell products that are more expensive.’ Indeed, as mentioned above, Nestlé Rowntree was one of the first to bring out a successful ‘brand extension’ in the UK with its KitKat Chunky. However, although Chunky was initially popular when launched in 1999, sales fell by 18 per cent in 2003.

What is the future for KitKat in the UK? How about a low-sugar, low-calorie variant? In February 2004, it was rumoured that the company might seek to reclaim lost UK customers by introducing the lemon cheesecake flavoured KitKat then popular in German and Japanese markets. Perhaps KitKat in the UK is now just too old fashioned and has
We have now seen how pricing strategy might vary through the stages of a product’s life cycle. The length of the cycle and its component stages will vary from product to product, exemplified by the short life cycle of a clothing fashion, music style or pop group. However, certain goods that go into decline might later be reinvented and relaunched; hence the yo-yo’s return as a craze for a new generation of children in the UK in 1998 and into 1999. The craze quickly took off again, matured and declined. New crazes took over. Nevertheless, the yo-yo will return; it is expected to bounce back at some stage!

The life cycle of other goods (prolonged by the introduction of new product variants) might last for decades. The market matures yet fails to decline. This would be the case with the motor car, although individual models clearly go through their own life cycle. In 1998, Ford announced that after 20 years’ production and a great many different model variants it planned to phase out the Ford Escort by the year 2000. The Escort had originally replaced the Ford Anglia in 1968 and was now to be replaced by the Ford Focus, introduced in 1998. The Escort had been the best-selling model in Ford’s history, selling around 20 million cars. Will the basic motor car go on forever? Perhaps, yet that was the expectation in the late nineteenth and early twentieth century for the horse-drawn carriage. Nothing lasts forever!

Figure 9.10 shows the product life cycle of products A and B. Following the launch and growth of product A, the firm might anticipate its eventual maturity and decline and plan to launch product B as its replacement. In so doing, the firm’s strategy is to possess a portfolio of products at different stages of the cycle, the profits from maturing products being used to develop and launch new products.

9.4.4 Price discrimination

So far, we have assumed that firms charge the same price to each consumer, and the same price for each unit sold to a single consumer. This might not always be the case in that a firm might engage in price discrimination. See the key concept below.
There are three basic types (or degrees) of price discrimination:

1. First-degree price discrimination
2. Second-degree price discrimination
3. Third-degree price discrimination.

First-degree price discrimination

This is the most extreme form of discrimination and involves charging each consumer the maximum price they would be willing to pay for each individual unit consumed. Imagine a vendor selling ice cream in a city park. Instead of selling ice cream cones at a given price, each consumer is required to pay the maximum they would be willing to pay for each ice cream (i.e. the maximum sum rather than do without the ice cream). This price could be arrived at through barter. Different consumers would be willing to pay higher or lower prices depending upon their individual desires and levels of disposable income. Where a consumer might wish to purchase a second ice cream, they would only be willing to do so at a lower price.

The impact of first-degree price discrimination would be for the firm to capture each consumer’s entire consumer surplus (see Chapter 3). This can be illustrated in Figure 9.11. $P_1$ represents the price required to sell the 200th unit, the marginal unit. However, rather than charge this price for intra-marginal units, the firm instead charges the maximum price possible for each individual unit as indicated by the demand curve. In so doing, total revenue is represented by the area $acdO$ rather than $bcdO$ if a single price of $P_1$ were charged, and the area $acb$ (consumer surplus if a price of $P_1$ were charged) is taken by the firm as additional revenue.

The firm also has an incentive to sell more units than when charging a single price because an extra unit can now be sold without lowering the price of intra-marginal units. The revenue gained is therefore a net addition to total revenue. In selling an extra unit, total revenue increases by the price at which the unit is sold. Marginal revenue (MR) now equals price and the demand curve is also an MR curve. However, the demand curve is no longer an average revenue (AR) curve; in fact, AR will now be in excess of price at all levels of output.
The firm maximises profit by equating MC to MR (see Figure 9.12) at output $Q_2$, charging $P_1$ (= MC) for the last unit. In contrast, a firm charging the same price for all units sells only $Q_1$ at a uniform price of $P_2$. This illustrates our observation that firms engaged in price discrimination will generally sell more units.

First-degree price discrimination is the most extreme form of discrimination and in reality has little practical application. It would require the firm to have a perfect knowledge of each consumer’s demand curve, or to obtain such information (as with our ice cream vendor) through a system of barter. It is hard to imagine a firm attempting to practice such extreme discrimination.

Second-degree price discrimination

This is a more practical form of price discrimination. Rather than charge a different price for each unit sold, the firm charges a different price for different blocks or portions of consumption.

This is illustrated in Figure 9.13. For all units up to $Q_1$, a uniform price of $P_3$ is charged, for units between $Q_1$ and $Q_2$, a price of $P_2$, and for units from $Q_2$ to $Q_3$, a price of $P_1$. In so doing, consumer surplus diminishes and the firm’s revenue increases compared to when a single price of $P_1$ is charged for all units up to $Q_3$. If $Q_3$ were to be divided into four blocks with four prices rather than three, then consumer surplus would decrease further and the firm would gain even more revenue.

Examples of such discrimination are commonly found in the utility industries. The same principle can be observed in the hire of DIY tools or car rental when the consumer who agrees to hire a tool or car for an extra day is charged a lower rate for the additional time period. Similarly, a wine merchant might offer a 10 per cent discount per bottle for purchases of 12 or more bottles.
Figure 9.12 Profit maximisation with first-degree price discrimination

Figure 9.13 Second-degree price discrimination
Third-degree price discrimination

This is the most common form of price discrimination and involves charging different prices for the same good in different markets. Markets might be separated by either geography, time or nature of demand. For example:

- Car manufacturers might sell the same car at different prices in different countries.
- Units of electricity consumed off-peak are usually sold cheaper than in peak hours. The same principle is used by telephone and rail companies. Public houses might have a happy hour in the early evening when drinks are sold at discounted prices.
- Football clubs commonly charge lower admission to children and senior citizens. Such discriminatory pricing is also common with rail and bus companies and might extend to concessionary fares for students. Hairdressers also use such pricing.

Figure 9.14 illustrates price discrimination between two markets, X and Y. The demand curves and corresponding marginal revenue curves are assumed to be known in each market. The demand curves have a differing price elasticity. Figure 9.14c shows total market demand obtained by a horizontal summation of the corresponding curves in markets X and Y.

The profit-maximising market output can be seen in Figure 9.14c at an output of $Q_m$ units. This is the point where market marginal revenue equals marginal cost. The firm then decides how to distribute this output between the two markets.

Optimal allocation is achieved by dividing output between the markets so that the revenue gained from the sale of the last unit in either market is equal (i.e. MR is equal in markets X and Y). As illustrated, this is achieved by selling $Q_X$ units in market X and $Q_Y$ units in Y. Any other allocation would yield less revenue and therefore less profit. For example, if one more unit were sold in X and one less unit in Y, the revenue gained (MR) in X would be less than the revenue lost in Y. Reallocation of that unit back to Y would increase revenue and regain maximum profit.

The optimal allocation between the markets results in differential pricing, $P_X$ per unit in X and $P_Y$ in Y. Market X, with the lower price elasticity, charges a higher price than Y.

We have assumed the firm aims to maximise profit. If this were not the case and the firm had a non-profit-maximising goal or were using a method of mark-up pricing which might not result in profit maximisation, we would be unable to predict the dis-
criminatory prices. Nevertheless, such firms still have an incentive to engage in discrimination as the strategy results in higher returns than would otherwise be the case.

A further reason to engage in such discrimination might be to prevent or remove competition in a particular market. Thus, if a bus company was planning to extend its services into a new area, it might charge lower prices than on its existing services to break into this new market. It might in the short term charge prices below cost in an attempt to gain advantage over existing competition. This is referred to as predatory pricing.

Conditions necessary for successful price discrimination

Successful price discrimination requires the following conditions:

1. The seller should have a significant degree of monopoly power to control supply and determine price in the different markets. Discriminatory pricing is incompatible with competitive markets and is generally associated with monopolies or oligopolies where firms are working closely together.

2. Where a firm charges a different price for different units to the same consumer (as in first- and second-degree discrimination), it should be capable of monitoring consumption to identify how many units have been consumed. This is certainly possible with gas or electricity where consumption is metered. With non-metered goods, the seller would require proof of existing purchase before offering a discount for additional consumption. This might be achieved by providing the consumer with a voucher with their first purchase allowing a second purchase to be made at a lower price in a given time period. Alternatively, supermarkets may offer three tins of baked beans for the price of two! In effect, the second and third tins are sold at half price.

3. The firm should be able to prevent resale between markets. Thus, in Figure 9.14, the seller would not wish consumers in market X to purchase the good in market Y, or persons in market Y to make a private profit by reselling the good to consumers in market X. The ability of the firm to isolate markets and prevent resale is easier with certain goods than others. The resale of services is generally difficult; if a hairdresser charges lower prices to senior citizens, it is impossible for the senior citizen to resell their haircut to others. Nevertheless, the hairdresser might have a problem with customers trying to pass themselves off as senior citizens and may require proof of senior citizen status.

   The resale of tangible goods is more likely. It would be difficult for a garden centre to charge higher prices to customers from the more affluent side of town. Those customers would either refuse to divulge their domestic location or pay others to purchase the goods for them.

   Geographical isolation clearly discourages the possibility of resale, although consumers might be willing to travel long distances and incur additional expense if the price differential is sufficiently wide; hence some British consumers travel to mainland Europe to purchase cars at lower prices.

4. For third-degree price discrimination to be worthwhile each market should have a different price elasticity of demand. It is on the basis of different conditions of demand between markets that it is profitable to charge different prices.

5. Any costs incurred in pursuing price discrimination must be exceeded by the potential return. The act of discrimination might not be costless to the firm (e.g. market research costs in identifying the demand characteristics of market segments and the cost of preventing resale). Discrimination might also reflect adversely on the firm and even result in legal redress.
School holiday rip off?

The UK government, in recent years, has become increasingly concerned that parents are taking their children out of school during term time for family holidays. Such a practice is seen to be detrimental to the child’s education and generally disruptive to teachers and other children. Indeed, the government became so concerned, that from February 2004, it gave school headteachers the right to fine parents £100 for taking their children out of school without prior official permission.

By consulting any holiday brochure you can easily see the financial advantage to parents of booking family holidays during the school term. The Observer, 4 January 2004, p. 32, provided the following examples:

Prices based on a family of four (two adults, two children under 12) for two weeks in the summer holidays and two weeks’ summer school term time

<table>
<thead>
<tr>
<th>School summer holidays</th>
<th>Term time</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MARK WARNER</strong></td>
<td></td>
</tr>
<tr>
<td><em>San Lucianu, Corsica (all-inclusive with flights)</em></td>
<td></td>
</tr>
<tr>
<td>£6,452</td>
<td>£3,012</td>
</tr>
<tr>
<td>(saving £3,440)</td>
<td></td>
</tr>
<tr>
<td><strong>SUNSAIL</strong></td>
<td></td>
</tr>
<tr>
<td><em>Club Javelin, Turkey (half-board with flights)</em></td>
<td></td>
</tr>
<tr>
<td>£6,452</td>
<td>£2,830</td>
</tr>
<tr>
<td>(saving £3,622)</td>
<td></td>
</tr>
<tr>
<td><strong>CV TRAVEL</strong></td>
<td></td>
</tr>
<tr>
<td><em>Villa Persephone in Corfu, Greece (villa, flights &amp; car hire)</em></td>
<td></td>
</tr>
<tr>
<td>£4,420</td>
<td>£2,700</td>
</tr>
<tr>
<td>(saving £1,720)</td>
<td></td>
</tr>
</tbody>
</table>

As you can see from the above data, the savings involved in a family taking its holidays during term time can be considerable. For example, the Corsican holiday with Mark Warner is over twice as much during the school summer holidays! It is easy to understand why families are tempted to take their children out of school.

From an economic perspective, such a pricing strategy can be regarded as an example of third-degree price discrimination (see Section 9.4.4). That is, the holiday firm is taking the opportunity to enhance profitability by charging a higher price during school holidays when demand is less price elastic, as the majority of parents do feel constrained to take their holidays at that time. In contrast, in term time, demand is of higher price elasticity, reflected in relatively lower prices. The pricing strategy could also illustrate peak load pricing (see Section 9.4.6).

Irrespective of whether it is profitable for holiday firms to charge such differential prices, should they be allowed to do so? Would it not be better for the government to control the pricing policies of holiday firms rather than ‘attacking’ the victims? It is anyway possible that families will simply include the £100 fine into the price of their holiday, and still take their children out of school! As a further possibility, how about staggering the time of school holidays over the UK, as they do in France? What do you think?
Is price discrimination beneficial?

This is a difficult question and for the consumer depends upon whether they feel discriminated against or in favour. Discrimination might allow those on low incomes to purchase goods that might otherwise be beyond their means. We have also noted that it will generally lead to increased sales and therefore higher levels of consumption. However, we have also noted the transfer of consumer surplus to the producer.

It is possible that it is only through price discrimination that a firm is capable of making a profit. This is illustrated in Figure 9.15 where with a single price of \( P_1 \) \((MC = MR)\) and output \( Q_2 \) the firm makes a loss equal to \( abcP_1 \). However, if the firm were able to sell the first \( Q_1 \) units at a price of \( P_2 \) and the remaining units up to \( Q_2 \) at \( P_1 \), the firm makes a profit so long as the area \( P_2deP_1 \) (the additional revenue gained via price discrimination) exceeds the area \( abcP_1 \).

9.4.5 Joint-product pricing

When a firm produces a single commodity its concern is to maximise the return on that good, and set price accordingly. However, where it produces a range of goods its pricing strategy should consider the interdependence between those goods. That is, the firm should engage a strategy of full-range pricing and aim to maximise overall performance rather than the returns on a single good.
loss leader when a product is priced below cost in order to tempt customers also to buy other goods which are priced above cost

cherry pickers a term often used by supermarkets to describe those who largely confine themselves to purchasing goods with very low or negative profit margins

complementary pricing where pricing strategy takes into account the complementary relationship between goods

production interdependence/joint production a situation where one commodity by necessity results in the simultaneous production of another

by-product a material or product that is the outcome of a process primarily designed to produce another product

Full-range pricing can be illustrated by supermarkets in their use of loss leaders, backed by heavy advertising to tempt shoppers into the store. In themselves these loss leaders earn little or negative returns, yet the supermarket gains when additional shoppers also purchase goods with higher mark-ups, ideally placed in close proximity to the loss leaders. An appropriate loss leader would be one with a low price elasticity of demand as this will generate a large number of customers. Common examples are such staple commodities as bread, milk and sugar. Customers who confine themselves to loss leaders, disdaining to also buy other goods with a higher mark-up, are often referred to as cherry pickers by the supermarkets. (See the mini case ‘Supermarket pricing jarjon and practices’ earlier in this chapter).

A firm might produce a range of either substitute or complementary goods. For example, Cadbury markets a wide range of chocolate bars that are in clear competition with each other. The increased sales of one brand might be at the expense of another. Similarly, Nescafé markets a range of instant coffees. Alternatively, with regards to complementary production, Gillette sell both razors and replacement blades, and many supermarkets combine grocery sales with the sale of petrol from their own on-site service stations. In such cases, the firm must consider complementary pricing. Gillette might price its razors relatively cheaply to ensure a continued demand for the more highly priced blades. Providing discount petrol at supermarket service stations encourages shoppers and makes the journey by car to the out-of-town site appear worthwhile.

Full-range pricing should therefore take into account the complementary and substitute relationships between a firm’s product range. This necessitates a knowledge of the cross-price elasticities of demand between goods.

Multiproduct firms might also have production interdependencies in addition to demand interdependencies. Production interdependence is a situation where it is impossible to produce one commodity without also producing a quantity of another commodity, and is referred to as joint production. Such products might either be produced in fixed proportions (e.g. beef and hides) or in variable proportions (e.g. when refining crude oil, petrol, diesel, heating oil and other products are produced in variable proportions).

Joint production might specifically result in the production of a by-product. That is, a product that appears purely as a consequence of the production of another good and only therefore comes about as a result of the demand for the original good. For example, whey is a by-product of cheese; horse manure could be considered a by-product of the stabling of horses.

Let us consider horse manure. The firm must decide whether to sell this by-product and if so at what price. As the manure is by definition a by-product, it is often common practice to allocate all costs to the main business, the stabling of horses. In that case the only real costs associated with the sale of manure would be those associated with advertising, bagging and delivery. So long as price at least covers these costs, it would be common practice to proceed with the sale of the by-product.

Whilst the above might be common practice, it would not necessarily be the best strategy. In reality, the two products have joint costs and consideration should be given to an appropriate allocation of those costs between the products. The outcome of an allocation might be to set appropriate prices for both stabling and manure to the benefit of the overall business.

The significant point with joint production is that any change in the price or output of one of the products will influence the price and output of the other products. The firm should therefore simultaneously calculate an optimal price and output strategy for all its joint products.  
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9.4.6 Peak load pricing

The demand for many products varies at differing times of the day or year, as in the case of the off-peak demand for public transport or demand for holidays out of season. In such circumstances, it can pay the firm to set differential prices at peak as opposed to off-peak periods to reflect the differences in the costs of supply at these periods and to even out consumer demand between those periods.

During peak periods when facilities are fully utilised, it may only be possible to increase supply by investing in more capacity. Thus, if a hotel is already full, the ability to take additional guests may require building a further extension. In such a situation, it would be appropriate to use a principle of **fully allocated costs** when setting price to include both fixed and variable cost.

Alternatively, in off-peak periods, it would be more appropriate to consider only those costs that rise with production (incremental or marginal costs) when setting price. For example, to persuade holidaymakers to book out of season, a hotel might be willing to offer significantly discounted prices. So long as the revenue received at least covers the variable costs of operating, it will be worthwhile opening. If variable costs cannot be covered, then the hotel would be better closing down out of season and simply incurring fixed costs. See also the concept of the firm’s shut-down price in Section 5.12.

Peak load pricing is commonly used in the transport, telecommunications and power supply industries. British Telecom, for example, charges different rates in relation to day-time (Monday to Friday, 8am to 6pm), evenings and night-time (Monday to Friday, before 8am and after 6pm) and weekend (midnight Friday to midnight Sunday). Such differential pricing certainly influences consumer behaviour.

9.4.7 Transfer pricing

Large businesses are often based on a multidivisional structure (see Chapter 2) where component divisions may have a degree of autonomy within the overall company structure. Each division may control the production of an individual good or specific range of goods, service a particular geographical area, or produce components for the overall company.

Transfer pricing refers to the price charged for goods or services that are traded between divisions of a company. It would therefore be particularly relevant where components or intermediate products are traded between divisions, the goods produced by one division being used as inputs by another. In a car company, various components might be produced in different divisions before coming together in final assembly. The transfer price therefore represents a cost to the buying division and revenue to the selling division. Hence prices charged have a significant impact upon the profitability of each division, the volume of trade between divisions and the company’s overall profitability.

Conflict might arise in that individual divisional heads might pursue their own divisional interests to the detriment of the company as a whole. This might involve individual divisions exploiting their monopoly position and charging high transfer prices in pursuit of profit to enhance their division’s standing within the company. Purchasing divisions would have to either absorb these high costs and show a low profit or pass the costs on. Alternatively, the purchasing division might use its own monopoly power as a buyer to persuade the supplying division to charge a low transfer price and itself seek to earn high profit at the expense of the supplier.
Independent and uncoordinated action is likely to be detrimental to overall company performance. Top management within the company must therefore provide leadership and determine an appropriate strategy for transfer pricing. The relationship between top management and their divisional heads is therefore similar to the principal–agent relationship we identified in Chapter 2. In this case, top management (the principal) delegates authority to the divisions (the agents) and must now ensure that the self-motivated divisions work to achieve the objectives of the company as a whole. This will involve providing incentives and rewards, including methods of censure and control if divisional targets are not achieved.

Appropriate transfer prices might be identified by comparison to the external market. That is, the company might expect the transfer price to be compatible with or below the external market price of the component. If this cannot be achieved, it could make sense to close the division and source from outside. An external market certainly provides an incentive to divisional performance. Where an external market does not exist, cost-based pricing can be used, usually based upon marginal cost. This would allow the marginal cost of the final product to be based upon real overall marginal cost and enable the firm to maximise profit by equating this marginal cost to the marginal revenue of the final product. In the pursuit of company profit, the divisions should minimise their marginal costs. The company’s profit-maximising output determines the required output from each division. Where the company has non-profit-maximisation goals, there is the same need for coordinated control to ensure divisional performance is compatible with company goals.

Where a company’s divisions are located in different countries with different rates of tax, pricing might also be used to minimise the company’s overall tax burden. For example, imagine a supplying division is in a country with a low corporate tax providing a component to a division in a country with a higher corporate tax. It would make commercial sense for the supplier in the low-tax country to charge an inflated transfer price and thereby increase the cost and reduce the profitability and tax liability of the buying division in the higher-tax country. The overall tax burden of the company is therefore reduced. Although such activity might be illegal under an individual country’s fiscal laws, such practices are difficult to detect. The growth of multinational activity provides an increased scope for such practice.

9.5 Conclusion

We have looked in some detail at the concept of an equilibrium price and the problems of an individual firm achieving and maintaining equilibrium. In this context, we have distinguished between the firm as a price-taker and as a price-maker. Despite the problems, we noted the advantage to the firm of achieving equilibrium so as to avoid the disadvantages associated with either excess supply or demand. Nevertheless, in certain circumstances, an equilibrium will not exist due to either the innate instability of the market, the pricing strategy of the firm, or government interference in the market. Where persistent excess demand exists, we often observe the emergence of black markets.

Following a review of pricing within a traditional profit-maximising model and a review of how different managerial objectives might impact upon pricing, we examined a number of other key pricing strategies and issues.
We referred to these other key pricing strategies as ‘alternative strategies’ on the basis that they were alternative to our traditional profit-maximising strategy based upon the firm setting a single price irrespective of the impact upon entry, the position of the product within its product life cycle or the possible interdependence between products in both demand and production. Our ‘alternative strategies’ included an analysis of these and other issues. In so doing, we noted the importance and subtlety of a firm’s pricing strategy in different market situations.

In practice, it would appear that firms generally favour a cost-based pricing procedure whereby they identify their normal level of capacity utilisation and then add a profit mark-up to average cost. The size of the mark-up would be sensitive to market pressures and generally inversely related to the value of price elasticity. Given the sensitivity of such cost-based procedures to market conditions and the state of competition, it is possible that there is less conflict with profit-maximising pricing than might have been originally supposed.

Finally, despite the breadth and relative complexity of different pricing procedures, we should always stress that price is only one of the variables at the disposal of the firm in determining demand. Other non-price variables including product design, after-sales service and the quality and degree of advertising should always be considered.

**Case study**

**Selling by auction**

An advantage of being a ‘price-taker’ (see Section 9.2.1) is that you don’t need to deliberate on the appropriate or best price at which to sell. As one of a large number of suppliers, you have no control over price. The only real decisions to be made are: whether to enter the market in the first place, how much to produce, and when to sell. Market price adjusts to ensure supply and demand is brought into equilibrium. This doesn’t necessarily imply the seller is happy with the price. Indeed, this could result in selling at a loss, for example farmers forced to sell their crop at a loss in the face of declining demand and/or excessive market supply. Or shareowners selling their shares below the original purchase price, yet willing to do so because of an expectation that the market might cause future prices to fall even lower.

As a ‘price-maker’ (see Section 9.2.1 above), the seller sets the selling price. As we have seen, this involves a degree of risk and uncertainty. For example, determining the optimal ‘mark-up’ (see Section 9.4.2), or the appropriate price at the launch stage of a new product when there is little real knowledge of the potential market. It was in this latter context we considered the relative merits of ‘skimming’ and ‘penetration’ pricing strategies (see Section 9.4.3).

An alternative method of price setting is to sell by auction, allowing the auction process to determine the appropriate price, with sellers often protecting themselves by setting a ‘reserve price’. If the sale fails to meet the reserve, the item is withdrawn from sale. By collecting together all possible bidders, auctions should secure the maximum price from the most eager bidder. It is also an efficient way of determining price when the seller is unsure of a good’s market value. For example, on 27 April 2000, the UK government completed a sale by auction of the mobile phone licences for the spectrum required to operate the next (third or 3G) generation of mobile phone services. Original government estimates of the likely proceeds...
included one of £3 billion. In the event, although bidders were seen in hindsight to have overbid and to have been over-optimistic in their estimate of future profits, the auction raised £22.48 billion!

The maximum amount bid in a commercial auction, as above, should reflect the eventual profit the bidder anticipates making from the item purchased. Similarly, the maximum bid for a consumer item should reflect the perceived value of that good to the consumer. When bidders join an auction, they should know the maximum sum they are willing to bid, although clearly wishing to secure the good for the lowest possible price. Bidders should therefore carefully analyse the likely behaviour of other players, whose actions in turn depend upon how those bidders believe others will bid. This is clearly analogous to the interdependency in oligopoly theory and is of particular relevance to game theory (see Chapter 7).

Selling by auction has always been a common method of sale, and a convenient way to bring buyers and sellers together. Common examples in addition to the above, include antique auctions, house clearance auctions, house sale auctions and used car auctions. There are a number of auction methods, including:

- An **ascending price auction**, where bidders offer sequentially higher bids until there is only one bidder left. Often referred to as an English auction.
- A **descending price auction**, commonly referred to as a Dutch auction. Prices start high and fall until a buyer is found.
- A **sealed bid auction**, where each bidder makes one bid without knowledge of what its rivals might be bidding. A common method when firms tender for government contracts.

The internet can also act as a vehicle for online auctions. A prime example of such an online auction company being eBay, founded by Pierre Omidyar in the USA in 1995. The company now describes itself as the ‘world’s largest marketplace’, with approximately 42 million registered eBay users worldwide in 2004, of whom at least 1 million were in the UK. In 2003, there were eBay ‘communities’ in 27 countries, the UK being the fourth largest market after the USA, Germany and South Korea. Around £150 million worth of goods exchanged hands over eBay.co.uk in the last three months of 2002. In 2003, approximately 195 million items were auctioned in the UK. The categories of goods on sale are enormous, reflecting the wide diversity of individual buyers and sellers, including Antiques & Art, Tickets & Travel, Classic Cars and Toys & Games, as well as many more bizarre items.

‘eBay’ has clear rules of operation. For example, to start selling:

- First, create a seller account.
- Select a category in which to list your item.
- Choose a one-sentence title to describe your item and provide further descriptive information as ‘fully and honestly as possible, ... as the more information you provide, the less wary bidders will be’. Pictures can be added by using a digital camera or scanner.
- Nominate a ‘minimum bid’, the price where the bidding will start.
Take the option of a ‘reserve price’.

Indicate how long you wish the auction to run, for example, one, three, five, seven or ten days.

Consider whether you might wish to opt for a ‘private auction’ whereby your email address is only revealed to the successful bidder.

Buyers must also register, and can bid by either a traditional auction house format, or use the eBay ‘proxy bidding’ system whereby they enter the maximum bid they are prepared to offer and let eBay do the bidding for them up to their nominated price ceiling. Bidders and potential bidders can email sellers with questions about the item or proposed payment methods. Buyers are able to check out the seller’s reputation by looking at their ‘feedback’ record, which includes comments left by other buyers who have dealt with the seller previously. Non-paying bidders earn negative feedback, posted on the system, and can be suspended.

eBay generally sets fees proportional to an item’s sale price and has certainly proved a commercial success. Indeed, eBay is seen by many (as quoted in the Observer, 2 March 2003) as ‘the single unblemished success of the internet age’. The above article also noted that, ‘even more remarkably, the eBay phenomenon has spawned other industries. A survey by eBay in mid-2001 found that around 10,000 people in the USA had given up their day jobs to become eBay traders.’

Auctions are certainly an efficient method of sale and, as we noted, a useful method of price setting when the seller is unsure of an item’s value, although the actual price received is clearly dependent upon the number and type of buyers attracted to the sale. Problems and inefficiencies can however emerge. For example, collusion can take place with sealed bid auctions when bidders actively collude and take turns in winning tenders for alternative contracts. Collusion can also take place in ascending bid auctions. For example, instances have been found in antique auctions where specialist dealers agree between themselves not to bid against each other, keeping prices down, and then distributing the lots between themselves in a private deal outside the auction.

eBay has not been immune to such problems. A commonly reported scam has been for sellers to set up a false email account and then bid up the price of their own items by sending in fictitious offers (known as shill-bidding). Dishonest purchasers have also been reported, requesting the rapid dispatch of goods so they can cancel their electronic payments within 48 hours of agreeing the deal.

Have you ever attended, observed or taken part in an auction as a buyer or seller? If you bought or sold at an auction, was the experience worthwhile?
Notes and references

1 As previously indicated, the foreign exchange market can also be seen as a perfectly competitive market in that the individual private seller or buyer of a currency has no individual control over price, given their insignificance as an individual buyer or seller in the context of the total market. In short, the individual is a price-taker and the flexibility of price (that is, the rate of exchange) maintains equilibrium.


3 This conjecture, originally proposed by Bain (1947) as one of a range of possible conjectures, was included by P. Sylos-Labini (1957) in his model of limit pricing, Oligopoly and Technical Progress, Harvard University Press, Cambridge, MA. For a critique of the Sylos postulate, see Koutsoyiannis, A. (1979), Modern Microeconomics, 2nd edition, Macmillan, Basingstoke, pp. 312–313.


Review and discussion questions

1 We may define firms as either price-takers or price-makers. Distinguish between the two and examine why we might observe greater price instability in markets where firms are price-takers as opposed to price-makers.

2 In cobweb theory, we saw markets as either stable or unstable. What is it that makes a market unstable and how extreme is such instability likely to be?

3 What determines the size of the mark-up in mark-up pricing? Provide examples to illustrate how the size of mark-up differs between firms in different markets.

4 Examine the relative merits of a skimming or penetration pricing strategy within the launch phase of the product life cycle.

5 Provide an example of the different types of price discrimination and indicate the necessary conditions for each to exist.

Assignments

1 Tickets for major sporting events or concerts by popular artists are traditionally hard to come by and often result in the emergence of black markets and persons commonly referred to as ticket touts. Take a real example of such an event and using appropriate diagrams illustrate:
   (a) how a black market may emerge;
   (b) the potential gain to ticket touts and loss in revenue to the organisers of the event;
(c) your own recommendations to the organisers of the event as to how they might regulate the market.

2 ‘Go Rail Plc’ recently obtained a franchise to provide a passenger railway service between Leicester and London. Whilst initially deciding to charge a standard fare to all customers at any time of day, the appropriateness of this strategy has now come into doubt given heavy financial losses in the first year of operation. Propose an alternative pricing strategy to the firm together with guidelines as to how they might determine the degree of any differentials in price.

### Further reading


CHAPTER 10
International markets
Chris Britton

Objectives
1. To understand why international trade takes place.
2. To look at the effects of the European Union on trade.
3. To survey the balance of payments position in the UK.
4. To understand the working of the foreign exchange markets and its implications for business.
5. To consider the operation of multinationals and their link with foreign direct investment.

10.1 Introduction

International markets are important to most firms; even if they do not produce for the export market, they may well be dependent upon raw materials which are imported and they will almost definitely be affected by movements in exchange rates. The UK, like all other advanced industrial countries, is highly dependent upon international markets and that dependence has grown over the years. What makes international trade different from trade within a country is that the former needs a system for international payments. It is essential for businesses to have an understanding of international markets, exchange rates and the balance of payments. In this chapter we start with a standard theoretical view of international trade and why trade takes place, before concentrating on practical issues such as exchange rates, their effects on business and the operation of multinationals. This chapter concludes with a discussion of the process of globalisation.

10.2 International trade – why it takes place

Key concept: International trade
Trade between countries takes place because resources are unevenly distributed through the world and the mobility of the factors of production is limited; consequently, some countries are better at producing certain goods than others. Some
countries could not actually produce a particular good: for example, the UK cannot produce minerals that are not indigenous or fruit that can only be grown in tropical weather conditions. If there is a demand for these goods in the UK, there are a number of possibilities: either the British could do without these goods, or an attempt could be made to grow them (in the case of the fruit) despite the climatic conditions, or the UK could buy the goods from other countries that can produce them. In other words, it can trade for them.

To illustrate the fundamental principles of international trade we can use a simple example based on two countries producing video cameras and wheat. It is easy to see that if country A can produce video cameras more cheaply than country B and that B can produce wheat more cheaply than A, then specialisation should occur and A should produce video cameras and B should produce wheat and they should trade with one another. Complete specialisation, however, is unlikely for strategic reasons. It is also true that even if country A can produce both goods more cheaply than country B, there is scope for benefits from trade. As this may not be so easy to imagine, Table 10.1 gives a numerical example.

Table 10.1  Production of video cameras and wheat

<table>
<thead>
<tr>
<th></th>
<th>Number of units that 100 workers can produce</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Video cameras</td>
</tr>
<tr>
<td>Country A</td>
<td>100</td>
</tr>
<tr>
<td>Country B</td>
<td>20</td>
</tr>
</tbody>
</table>

Country A can produce 100 video cameras or 100 units of wheat using 100 workers. Country B can produce 20 video cameras or 40 units of wheat with the same number of workers. Country A can therefore produce both goods at lower cost than country B. To show that even in this situation trade will benefit the world, assume that both countries produce both goods and that they each devote half of their workforce to each good.

Table 10.2  Production of video cameras and wheat

<table>
<thead>
<tr>
<th></th>
<th>Video cameras</th>
<th>Wheat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Country A</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Country B</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>Total</td>
<td>60</td>
<td>70</td>
</tr>
</tbody>
</table>

The total output of video cameras is 60 units and of wheat is 70 units (see Table 10.2). Country A is five times more efficient at producing video cameras than country B, but only 2.5 times more efficient that B in producing wheat. It would therefore benefit both countries if production was rearranged. If B specialised completely in wheat and A produced 35 units of wheat and 65 video cameras, world output would be as indicated in Table 10.3.
In short, world output has been increased and everyone is better off provided that trade takes place. This simplified example illustrates the basic argument for free trade. Free trade brings the advantages of higher world output and higher standards of living. Countries will produce the goods in which they have a cost advantage and trade with other countries for other goods. So countries can buy goods at lower prices than they could be produced at home. Where economies of scale are present, the savings as a result of specialisation can be substantial.

Theoretically, free trade brings most benefit; however, there are often restrictions to such trade and it is unlikely that complete specialisation will take place. Most countries would regard being totally dependent on another country for a particular good as a risky proposition.

### Table 10.3 Production of video cameras and wheat

<table>
<thead>
<tr>
<th></th>
<th>Video cameras</th>
<th>Wheat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Country A</td>
<td>65</td>
<td>35</td>
</tr>
<tr>
<td>Country B</td>
<td>0</td>
<td>40</td>
</tr>
<tr>
<td>Total</td>
<td>65</td>
<td>75</td>
</tr>
</tbody>
</table>

There are a number of things that governments do to restrict international trade. These restrictions include:

- **quotas** – a physical limitation on the import of certain goods into a country, sometimes by mutual agreement (e.g. voluntary export restraints);
- **tariffs** – a tax placed on imported goods;
- **exchange controls** – a limit to the amount of a currency that can be bought which will limit the import of goods;
- **subsidies** – payments made to domestic producers to reduce their costs and therefore make them more competitive in world markets;
- **qualitative controls** – controls on the quality of goods rather than on quantity or price;
- **administrative controls** – complicated bureaucratic procedures to discourage exporters.

All of these serve to restrict international trade and therefore reduce specialisation on a world level. They invite retaliation and could lead to inefficiencies. Import controls can have a wide effect on industry. The 200 per cent tariffs that the Americans threatened to impose on French cheeses and wines at the end of 1992 if the GATT talks were not successful would have impacted on many other industries like the bottle-making industry or the insurance industry. But there are powerful arguments used in support of import controls. For example, they can be used to protect industries, whether these industries are ‘infant’ industries or strategic industries. In the recent debate within the EU on bananas, it was argued by the African, Caribbean and Pacific countries who receive preferential treatment in the European Union (EU) for their bananas that the relaxation of
these preferential terms might lead to the complete devastation of their economies. Import controls can also be used to improve the balance of payments position in the case where a deficit exists.

The UK is a member of a number of international organisations which serve to promote free trade and control the restrictions to free trade, like the World Trade Organisation (WTO).

10.3.1 The European Union (EU)

The EU was established in 1958 by the Treaty of Rome. The six original members, France, West Germany, Italy, Holland, Belgium and Luxembourg were joined in 1972 by the UK, Ireland and Denmark. Greece joined in 1981, followed by Spain and Portugal in 1986 and Austria, Finland and Sweden on 1 January 1995. The EU was further enlarged on 1 May 2004 with the accession of the Czech Republic, Cyprus, Estonia, Hungary, Latvia, Lithuania, Malta, Poland, Slovakia and Slovenia. These countries, along with the former East Germany, currently constitute the EU’s 25 member states, a number which is likely to grow further in the next few years. Two countries – Romania and Bulgaria – are negotiating to join in 2007, while Turkey and Croatia have applied to join but are not yet negotiating membership. The accession of these countries will undoubtedly bring fundamental changes to the nature of Europe.

The primary aim of the Treaty of Rome was to create a common market in which member states were encouraged to trade freely and to bring their economies closer together, ultimately culminating in the creation of a single market within the community. To bring this about, a protected free trade area or customs union was established which involved the removal of tariff barriers between member states and the institution of a common external tariff (CET) on goods from outside the community. Institutional structures and community policies – most notably the Common Agricultural Policy (CAP) – also contributed to this end and to the creation of a trading bloc of immense proportions. Within this bloc, member states were expected to gain numerous advantages including increased trade and investment, huge economies of scale and improvements in productivity and cost reductions. To support the goal of increased trade and cooperation between community members, a European monetary system was established in 1979 in which a majority of member states undertook to fix their exchange rates within agreed limits (see below).

A major step towards the creation of a single market – capable of competing effectively with the USA and Japan – was taken in 1986 when the then 12 community members signed the Single European Act. This Act established 31 December 1992 as the target date for the creation of a Single European Market: an area (comprising the 12 EU member states) without internal frontiers, in which the free movement of goods, services, people and capital was to be ensured within the provisions contained in the treaty. Amongst the measures for making the single market a reality were agreements on:

- the removal or reduction in obstacles to cross-border travel and trade (e.g. customs checks);
- the harmonisation or approximation of technical and safety standards on a large number of products;
- closer approximation of excise duties and other fiscal barriers (e.g. VAT);
● the removal of legal obstacles to trade (e.g. discriminatory purchasing policies);
● the mutual recognition of qualifications.

The overall programme has involved hundreds of changes to each country’s national laws – a majority of which have now been introduced, though not always exactly as originally envisaged.

The benefits expected to flow from the creation of the single market can be viewed in both macro and micro terms. At the macro level, for instance, it was suggested by the Cecchini Report\(^1\) that, at the worst, the new measures would increase the EU’s gross domestic product by 4.5 per cent and would create 1.8 million jobs – a prediction which, given the economic climate in Europe in the early 1990s, was rather ambitious.

In micro terms, it is generally accepted that despite some additional costs for firms who have to implement the new requirements (e.g. safety standards), many businesses are likely to gain from increased trade and efficiency (e.g. through greater economies of scale), although this will vary between firms and across sectors within and between each member state. Likely beneficiaries are those larger firms which have adopted a European approach to business development and have put in place structures and procedures to cope with the threats as well as the opportunities of the single market (e.g. by establishing joint ventures; by modifying personnel policies; by adapting marketing strategies; by modifying products). The sectors which arguably have the greatest potential are those where technical barriers are high or where a company has a distinct cost advantage over its rivals. In the UK, these would include the food and drink industry, pharmaceuticals, insurance and a number of other service industries.

Further steps in the development of the EU came with the decision to establish a European Economic Area (EEA) which permits members of the European Free Trade Area (EFTA) to benefit from many of the single market measures and, in particular, from the Treaty on European Union, agreed by the 12 member states in December 1991 at Maastricht. In addition to some institutional changes, the Maastricht Treaty contained provisions for:

● increased economic and monetary union between member states
● a single currency
● a social charter to protect workers’ rights
● a common foreign and security policy
● community citizenship.

These various measures have been introduced over a number of years, although in some cases – most notably the UK – specially negotiated ‘opt-out’ clauses have meant that some provisions were not initially implemented by all member states (e.g. the single currency; the social charter).

Maastricht set out a three-stage plan towards economic and monetary union (EMU):

● Stage 1 – the creation of the single European market by January 1993.
● Stage 2 – exchange rates to be fixed within narrow bands, inflation rates to be matched and targets set for government budget deficits and interest rates by January 1994.
● Stage 3 – an intergovernmental conference set for 1996 to review progress towards EMU and the progress towards a single European currency.

European monetary union was finally achieved on 1 January 1999 with the creation of what has become known as ‘Euroland’. Eleven members of the EU are included – the UK, Denmark and Sweden chose not to participate, while Greece failed the convergence...
criteria for membership. Euroland is effectively a single economic zone since it operates with a single currency – the euro (see later) – and members have given up sovereignty over monetary policy which is now to be determined by the European Central Bank. National sovereignty over fiscal policy has been retained, so there can be some differences in tax rates and government spending, but this is to operate in a framework of ‘harmonisation’. The creation of Euroland enables increased specialisation across the whole of Europe and bigger economies of scale. Euroland embraces more than 300 million people and is responsible for one-fifth of the world’s output and as such comes a close second to the USA as an economic superpower.

The UK has chosen not to join Euroland and the single currency until a referendum has been held after the next general election. In 1997, the Chancellor of the Exchequer set out five economic tests of whether the UK should join Euroland or not. These are:

1. Are business cycles and economic structures of the UK and Euroland compatible and sustainable?
2. If problems emerge, is there sufficient flexibility to deal with them?
3. Would joining EMU encourage long-term investment in the UK?
4. What impact would it have on the competitive position of the UK’s financial services industry?
5. Will joining EMU promote higher growth, stability and employment?

At the time of writing, it is unclear when or even whether there will be a referendum on this issue. A referendum will be held in the UK on the new constitution of the EU (see the following mini case) and this might push back the date of a referendum on membership of the euro. In the last analysis, it is likely that political rather than economic factors will determine whether the UK decides to adopt the euro.

**Mini case**

The EU constitution

The new constitution of the EU is due to be discussed and agreed by member states at the Brussels summit in June 2004. The main reason for change is that rules and procedures need to be simplified to enable decisions to be made with increased EU membership. The proposed changes include:

- A full-time president of the EU council of ministers. This will replace the present system of rotating the presidency every six months.
- The creation of an EU foreign minister and diplomatic service which will give a single voice to external issues.
- Majority voting will be allowed on some issues which at present are subject to national sovereignty – immigration, for example.
- Thousands of rules will be simplified and the EU will have a single legal identity.

Most of these changes have been largely agreed between member states, but there are three main issues on which there is no such agreement. These are:

- **Voting rights.** Negotiations on this broke down in December 2003 when Spain and Poland pulled out as the proposed system of voting would have given them voting rights which were not in proportion to their respective populations.
Foreign trade is essentially about movements of goods, services and capital. The balance of payments is a record of one country’s international trade with other countries over a period of time, usually a year. It records the flows of money rather than goods, so that an import will be recorded as a negative amount since the money is flowing out of the country to pay for the good, and an export is recorded as a positive amount. Money flows into and out of countries for two basic reasons: first, in exchange for goods and services (current transactions), and second, for investment purposes (capital transactions). In the UK, for example, these two flows are recorded separately in the balance of payments accounts which are produced by the government. Since 1992, when customs points were abolished the UK, balance of payments figures have been collected by Intrastat, and are based on VAT returns. Sections 10.4.1 and 10.4.2 below examine how the UK records trade flows.

10.4 The balance of payments

Foreign trade is essentially about movements of goods, services and capital. The balance of payments is a record of one country’s international trade with other countries over a period of time, usually a year. It records the flows of money rather than goods, so that an import will be recorded as a negative amount since the money is flowing out of the country to pay for the good, and an export is recorded as a positive amount. Money flows into and out of countries for two basic reasons: first, in exchange for goods and services (current transactions), and second, for investment purposes (capital transactions). In the UK, for example, these two flows are recorded separately in the balance of payments accounts which are produced by the government. Since 1992, when customs points were abolished the UK, balance of payments figures have been collected by Intrastat, and are based on VAT returns. Sections 10.4.1 and 10.4.2 below examine how the UK records trade flows.

10.4.1 Current transactions

The current account records the flows of money received and paid out in exchange for goods and services. It is subdivided into visible trade (the import and export of goods) and invisible trade (the import and export of services). Invisible trade includes:

- services like banking, insurance, tourism
- interest, profits and dividends
- transfers which include grants to developing countries, payments to international organisations like the EU and private transfers such as gifts.
Table 10.4 UK balance of payments, 2002 (£ million)

<table>
<thead>
<tr>
<th>Category</th>
<th>Amount (£ million)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visible balance</td>
<td>-46,630</td>
</tr>
<tr>
<td>Invisible trade</td>
<td></td>
</tr>
<tr>
<td>Services</td>
<td>15,181</td>
</tr>
<tr>
<td>Interest, profits and dividends</td>
<td>22,152</td>
</tr>
<tr>
<td>Transfers</td>
<td>-8,674</td>
</tr>
<tr>
<td>Invisible trade balance</td>
<td>28,659</td>
</tr>
<tr>
<td>Current account balance</td>
<td>-17,971</td>
</tr>
<tr>
<td>Capital account balance</td>
<td>1,030</td>
</tr>
<tr>
<td>Financial account</td>
<td></td>
</tr>
<tr>
<td>Direct investment</td>
<td>-5,107</td>
</tr>
<tr>
<td>Equity capital</td>
<td></td>
</tr>
<tr>
<td>Reinvested earnings</td>
<td></td>
</tr>
<tr>
<td>Other capital transactions</td>
<td></td>
</tr>
<tr>
<td>Portfolio investment</td>
<td>52,654</td>
</tr>
<tr>
<td>Equity securities</td>
<td></td>
</tr>
<tr>
<td>Debt securities</td>
<td></td>
</tr>
<tr>
<td>Other investments</td>
<td>-42,377</td>
</tr>
<tr>
<td>Reserve assets</td>
<td>459</td>
</tr>
<tr>
<td>Net transactions on financial account</td>
<td>5,629</td>
</tr>
<tr>
<td>Balancing item</td>
<td>11,312</td>
</tr>
</tbody>
</table>


The balance of these flows on visible trade is called the balance of trade and the balance on the current account overall is called the current balance. It is one of these balances that newspapers and politicians are usually referring to when they talk about the balance of payments. Table 10.4 shows the balance of payments for the UK in 2002. It can be seen that the balance of trade was -£46,630 million, the invisible balance was +£28,659 million and the current balance was -£17,971 million. More will be said later about the history of the balance of payments in the UK.

10.4.2 Capital transactions

As well as these current transactions, there are flows of money for investment purposes. This includes funds from both the public and private sectors and long-term and short-term monetary movements.

Long-term capital transactions include:

- overseas investment in the UK (e.g. purchase of shares, acquisition of real assets, purchase of government securities by non-residents);
- UK private investment overseas, where UK residents buy shares, acquire real assets, etc., in overseas countries. The capital account does not include interest, dividends or profits but only flows of money for investment purposes. A capital transaction can give rise to a current flow in the future. If a non-resident bought shares in a UK company, the initial amount would appear on the capital account. The resulting flow of dividends paid in the future would be recorded as a flow on the invisible account;
- official long-term capital, i.e. loans from the UK government to other governments.
Short-term transactions include:

- trade credit – as goods are often not paid for as they are received, the physical export and import of goods is not matched with an inflow or outflow of money. In order that the balance of payments balances, these amounts would be included here as trade credit;
- foreign currency borrowing and lending abroad by UK banks;
- exchange reserves held by other countries and other organisations in sterling;
- other external banking and money market liabilities in sterling.

These capital transactions are recorded in the UK balance of payments as changes from the previous year; they are not a record of all the transactions that have taken place over time. If money is flowing into the UK for investment purposes there is an increase in the UK’s liabilities and these are shown as positive amounts on the balance of payments. If money is flowing out of the UK there is an increase in the UK’s assets and these are shown as negative amounts in the balance of payments.

Up until 1986, capital flows to/from the public sector and capital flows to/from the private sector were shown in two separate accounts. In 1986, the format of the balance of payments was then changed to show all capital transactions in one account under the heading of ‘UK transactions in external assets and liabilities’. In 1998, the format of the balance of payments was changed once more to bring it in line with the standards published in the fifth edition of the IMF Balance of Payments Manual. The UK balance of payments now comprises three sections:

1. the **current account** as before;
2. the **capital account** which records capital transfers and transfers of non-financial assets into and out of the UK; as Table 10.4 shows, the balance on this account was +£1,030 million in 2002;
3. the **financial account** which gives the balance of trade in financial assets. This section of the balance of payments is itself subdivided between direct investment, portfolio investment, other investments and reserve assets. The balance on the financial account for 2002 was +£5,629 million.

Speculative flows of currencies would appear in the financial account of the balance of payments. Portfolio investment is the purchasing of shares in companies, while direct investment is the setting up of subsidiaries. The main difference between these two elements of the financial account is the nature of the implied relationship. The purchase of shares implies a relatively passive relationship, while foreign direct investment implies a more active, long-term role. More will be said about foreign direct investment later in this chapter. Reserve assets show the change in official reserves – an increase in official reserves is shown as a negative amount and a decrease is shown as a positive amount.

The balance of payments overall should balance, as negative flows will be balanced by positive flows. As this is often hard to understand, two examples will be given.

**Example 1**

If a UK resident buys foreign goods there will be a negative entry in the current account equal to the value of those goods. That individual has to pay for those goods in foreign currency and could do this by using money from a foreign currency bank account if he has one, or by borrowing the foreign currency from a bank in that country. Either way there is an increase in the amount of liabilities and the same amount would be shown as a positive amount in the capital account.
Example 2
If a foreign investor purchased shares in a UK company, there would be a positive amount recorded in the capital account. The investor might pay for these shares by using sterling from a sterling bank account and so there would be an equal negative amount shown in the capital account.

The balance of payments should therefore always balance but invariably fails to do so owing to errors and omissions in the recording process, and so a balancing item is included to ensure it balances. As can be seen from Tables 10.4 and 10.5, the balancing item can be very large, and this calls into question the accuracy of the figures. In addition, there are often large revisions made to the figures retrospectively.

10.4.3 Equilibrium in the balance of payments
If the balance of payments always balances, how can there be a deficit? The answer is that the media and politicians are referring to the current balance or the balance of trade rather than the overall balance of payments position. A balance of payments surplus on the current account is where the value of exports exceeds the value of imports. A deficit is where the value of imports exceeds the value of exports. As explained above, if there is a surplus on the current account, this will be matched by an outflow in the capital account, for example a reduction in the size of sterling bank balances, or an increase in official reserves. The opposite is true for a deficit. This implies that there cannot be a balance of payments problem. However, persistent surpluses or deficits on the current account are considered to be problematic. A persistent deficit has to be financed in some way, either through borrowing, to increase the external liabilities, or by selling more assets. A deficit will also lead to pressure on the exchange rate, as will be shown later. A continued surplus is also a problem, since one country’s surplus must mean that other countries are experiencing a deficit, and they will be faced with the problem of financing the deficit. Political pressure will be brought to bear, and there is the possibility of the introduction of tariffs or other import controls in order to reduce a deficit.

Table 10.5 UK balance of payments (£ million)

<table>
<thead>
<tr>
<th>Year</th>
<th>Visible balance</th>
<th>Invisible balance</th>
<th>Current account</th>
<th>Capital account</th>
<th>Financial account</th>
<th>Reserve assets</th>
<th>Drawings on (+) or additions to (–) official reserves</th>
</tr>
</thead>
<tbody>
<tr>
<td>1992</td>
<td>-13,050</td>
<td>2,968</td>
<td>-10,082</td>
<td>421</td>
<td>5,716</td>
<td>3,945</td>
<td>1,407</td>
</tr>
<tr>
<td>1993</td>
<td>-13,319</td>
<td>2,701</td>
<td>-10,618</td>
<td>309</td>
<td>9,447</td>
<td>862</td>
<td>-698</td>
</tr>
<tr>
<td>1994</td>
<td>-11,091</td>
<td>9,633</td>
<td>-1,458</td>
<td>33</td>
<td>-6,082</td>
<td>7,507</td>
<td>-1,045</td>
</tr>
<tr>
<td>1995</td>
<td>-11,724</td>
<td>7,979</td>
<td>-3,745</td>
<td>534</td>
<td>937</td>
<td>2,274</td>
<td>200</td>
</tr>
<tr>
<td>1996</td>
<td>-13,086</td>
<td>12,486</td>
<td>-600</td>
<td>736</td>
<td>1,781</td>
<td>-1,917</td>
<td>510</td>
</tr>
<tr>
<td>1997</td>
<td>-11,910</td>
<td>18,213</td>
<td>6,303</td>
<td>837</td>
<td>-8,620</td>
<td>1,480</td>
<td>2,380</td>
</tr>
<tr>
<td>1998</td>
<td>-20,598</td>
<td>22,072</td>
<td>1,474</td>
<td>438</td>
<td>-9,094</td>
<td>7,182</td>
<td>165</td>
</tr>
<tr>
<td>1999</td>
<td>-26,767</td>
<td>15,786</td>
<td>-10,981</td>
<td>776</td>
<td>5,853</td>
<td>639</td>
<td>4,352</td>
</tr>
<tr>
<td>2000</td>
<td>-32,976</td>
<td>8,882</td>
<td>-24,094</td>
<td>1,527</td>
<td>24,944</td>
<td>-3,915</td>
<td>-2,377</td>
</tr>
<tr>
<td>2001</td>
<td>-40,620</td>
<td>17,117</td>
<td>-23,503</td>
<td>1,411</td>
<td>22,180</td>
<td>3,085</td>
<td>459</td>
</tr>
<tr>
<td>2002</td>
<td>-46,630</td>
<td>28,659</td>
<td>-17,971</td>
<td>1,030</td>
<td>5,629</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

10.4.4 Methods of correcting balance of payments deficits

Since surpluses are not regarded as being such a problem as deficits, this section will concentrate on action needed to overcome a deficit, although the actions would be reversed for a surplus. When there is a current account deficit, the outflow of funds is greater than the inflow of funds from international trade. The authorities therefore need to increase exports and/or reduce imports. There are a number of ways in which this might be achieved.

1. A fall in the exchange rate will have the double effect of making exports cheaper abroad and imports dearer at home, thus encouraging exports and discouraging imports. This will be explained fully later.

2. To increase exports British companies that produce for the export market could be subsidised. This would have the effect of reducing the price of UK goods abroad, making them more competitive.

3. Import controls could be imposed to restrict the level of imports coming into the country.

4. A rise in the rate of interest would make Britain more attractive to investors and therefore increase capital flows into Britain and help offset the current account deficit.

10.5 The history of the balance of payments in the UK

A country’s trade performance can change over time. Its balance of payments figures can help to provide an indication of where an economy’s strengths and weaknesses might lie and which might ultimately require governmental action (e.g. import controls or export subsidies). Table 10.5 gives a summary of the balance of payments in the UK over the last ten years. The table shows that the current account was in deficit from 1992 until 1997, when it went into surplus for two years before returning to deficit in 1999. The weaknesses on the current account pre-date this and are somewhat hidden in the overall figures. The current account deficits started in 1987; the visible balance has been in deficit (and still is) since 1983 and within this the non-oil balance has been in deficit since 1982. This did not show in the overall current account figures until 1987 because of the offsetting effect of invisibles and oil. The UK’s underlying weaknesses on the current account came from several sources:

1. While exports rose during this period, imports have risen faster. In the UK, there has been a high propensity to import goods.

2. The collapse of oil prices reduced the value of the UK’s oil exports.

3. The recession of the early 1980s left the UK’s manufacturing base in an extremely weak position. This meant that it was difficult to produce enough goods for export or even to meet domestic demand so the balance of payments was hit from both directions. Changes in the industrial structure of the UK have implications for the balance of payments, as services are less exportable than goods.

4. The consumer boom that occurred in the late 1980s after the budget of 1986 led to an increase in the level of imports.
5 The impact of oil was twofold. First, as the UK had become an oil-exporting country, it brought in revenue which improved the balance of payments. Second, however, it kept the exchange rate higher than it would have been and, as will be shown in the next section, made the UK’s goods less competitive in world markets, therefore resulting in a worsening of the balance of payments.

6 The high value of the pound in the late 1990s hit the UK’s export market.

7 The most recent deterioration was due to a fall in the level of non-European exports especially to Asia and Russia which were experiencing serious economic problems.

Figure 10.1 shows the breakdown of the current account between the balance in goods, services and interest, profits and dividends. It is clear that in recent years the invisible balance has compensated for weak trade in goods. According to the Office for National Statistics, the surpluses in 1997 and 1998 were largely due to the huge losses made by foreign-owned banks in the City of London because of global financial turmoil. This had the effect of reducing the profits they sent out of the country compared with previous years. At the same time, the overseas profits of British companies increased. Again, this serves to hide in the overall figures a further deterioration in the visible balance which worsened to £46,630 million in 2002.

![Figure 10.1 Components of the current account, UK, 1990–2002](Source: Office for National Statistics (www.statistics.gov.uk) © Office for National Statistics.)
Mini case

The current account of the balance of payments

Figures on the balance of payments are produced every month by the government in the UK and are often seized upon by commentators as indications of either an improvement in the UK’s economic performance or a deterioration, depending upon the details of the figures. There are a number of reasons why this is incorrect. First, balance of payments figures are notoriously unreliable, and are often revised by very large amounts. In June 1996, for example, the estimated deficit on the balance of payments for 1995 was revised from £6.7 billion to £2.9 billion because of the discovery of large investment flows. Second – and this applies to all short-term economic indicators – there are very short-term changes in economic variables which are not translated into long-term trends. So the balance of payments can vary quite dramatically each month due to short-term factors which are evened out over the course of the year. In addition, the balance of payments, like other indicators, often does not behave as expected. As late as December 1998, the Treasury was predicting a current account deficit of £1.75 billion for 1998, but higher than average investment income flows resulted in a surplus overall of £1.5 billion.

Figure 10.2 shows the UK current balance for the period 1970 to 2003. Two points can immediately be made about the behaviour of the balance of payments. First, the data moves in a cyclical way and is therefore affected by the trade cycle. Second, the balance of payments generally improves in times of recession (e.g. the early 1980s and early 1990s) and worsens in times of boom. The reasons for this are twofold – in a recession, the level of imports falls as income falls and the level of exports is unlikely to fall unless other countries are experiencing the same level of economic downturn. The balance of payments therefore improves. Usually the balance of payments improves enough in a recession to push it into surplus, although this did not happen in the early 1990s and early 2000s when the UK’s current account remained in the red.

The unpredictability of the balance of payments is very evident in the figures for the 1990s. In 1994, the balance of payments improved, despite the recovery in economic conditions which would have been expected to worsen the balance of payments. This improvement continued in the late 1990s despite economic conditions which implied the opposite. The balance of payments should have suffered as a result of the high value of the pound and the economic turmoil in Asia and Russia. One possible explanation for the apparently contrary behaviour of the balance of payments is the J-curve effect (see Figure 10.7 later). It could be that the improvement in the balance of payments in the mid-1990s was caused by the fall in the value of the pound after the UK left the ERM, even though that happened in 1992, because of the time lags involved. Similarly, the effects of the high value of the pound had only just started to show in the balance of payments in 1999. The continued strength of the pound against the dollar has hit exports to the USA and contributed to the size of deficits in the balance of payments in the early 2000s. At the time of writing, it looks likely that the value of the pound could reach $2 – a value not seen since 1992. The effect of 11 September 2001 can also be seen in the balance of payments figures as they marginally improved in 2002.

The multitude of factors which impact upon the balance of payments and the difficulties involved in accurate data collection make the balance of payments figures unreliable and very difficult to predict. The use of one month’s figures by commentators to prove either that recovery is underway or that a recession is imminent is unsound.
10.5.1 Patterns of trade

Over time, patterns of trade change for many reasons, Table 10.6 shows UK patterns of trade by destination/source and Table 10.7 shows UK trade by type of good (see page 321). From these tables it is possible to look at how the country’s patterns of trade have changed. The most obvious change that can be seen in Table 10.6 is that trade with the EU has become more important over the last 30 years, while trade with the rest of Western Europe has declined. More than half of our imports in 1990 came from the EU, more than half of our exports went to the EU, the proportions increased further up to 2001.

Table 10.6 UK's imports and exports by destination/source (%)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EU</td>
<td>32</td>
<td>32</td>
<td>46</td>
<td>53</td>
</tr>
<tr>
<td>Other W. Europe</td>
<td>13</td>
<td>12</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>USA</td>
<td>12</td>
<td>11</td>
<td>10</td>
<td>13</td>
</tr>
<tr>
<td>Other OECD countries</td>
<td>11</td>
<td>10</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>(of which Japan)</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Oil-exporting countries</td>
<td>6</td>
<td>11</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>Rest of the world</td>
<td>18</td>
<td>14</td>
<td>12</td>
<td>10</td>
</tr>
</tbody>
</table>

Despite this, the USA is still important to the UK and its importance is increasing. There has been a decline in our trade with other OECD countries over the whole period, although the importance of Japan within that has increased, particularly with respect to imports. Our trade with the oil-exporting countries has declined in importance, as has our trade with the rest of the world, although this increased between 1990 and 2001. The rest of the world includes many old Commonwealth countries which at one time were our biggest markets.

Since 1970, the UK has imported less food and fewer animals for consumption. The impact of oil can be seen in Table 10.7 as the quantities of oil-related products imported into the UK have fallen over the period. Manufacturing is clearly the most important category of good as far as the balance of payments is concerned. Manufacturing has retained its importance for exports, accounting for 85 per cent of exports in 1970 and 85 per cent in 2001. As far as imports are concerned, the percentage increased a great deal over 27 years. The UK is now a net importer of manufactured goods. In 2003, the value of imported manufactured goods was £233,952 million, and the value of exported manufactured goods was £187,703 million. One reason for this is the increased import penetration in the UK. Table 10.8 shows import penetration in UK manufacturing for selected years between 1970 and 2000. It can be seen that import penetration has increased over this time period.

Table 10.7 Pattern of trade by type of good (%)

<table>
<thead>
<tr>
<th></th>
<th>1970</th>
<th>1990</th>
<th>2001</th>
</tr>
</thead>
<tbody>
<tr>
<td>Export</td>
<td>Import</td>
<td>Export</td>
<td>Import</td>
</tr>
<tr>
<td>Food and animals</td>
<td>3</td>
<td>20</td>
<td>4</td>
</tr>
<tr>
<td>Beverages and tobacco</td>
<td>3</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Crude materials except fuels</td>
<td>3</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>Minerals, fuels</td>
<td>3</td>
<td>14</td>
<td>8</td>
</tr>
<tr>
<td>Chemicals and related products</td>
<td>9</td>
<td>6</td>
<td>13</td>
</tr>
<tr>
<td>Manufactured goods</td>
<td>24</td>
<td>20</td>
<td>15</td>
</tr>
<tr>
<td>Machinery</td>
<td>43</td>
<td>19</td>
<td>41</td>
</tr>
<tr>
<td>Miscellaneous manufacturing</td>
<td>9</td>
<td>7</td>
<td>13</td>
</tr>
<tr>
<td>Total manufacturing</td>
<td>85</td>
<td>51</td>
<td>81</td>
</tr>
<tr>
<td>Others</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Source: Adapted from Tables 18.3 and 18.4, Annual Abstract of Statistics, Office for National Statistics © 1972, 2003, Crown Copyright is reproduced with the permission of the Controller of HMSO and the Queens Printer of Scotland.

Despite this, the USA is still important to the UK and its importance is increasing. There has been a decline in our trade with other OECD countries over the whole period, although the importance of Japan within that has increased, particularly with respect to imports. Our trade with the oil-exporting countries has declined in importance, as has our trade with the rest of the world, although this increased between 1990 and 2001. The rest of the world includes many old Commonwealth countries which at one time were our biggest markets.

Since 1970, the UK has imported less food and fewer animals for consumption. The impact of oil can be seen in Table 10.7 as the quantities of oil-related products imported into the UK have fallen over the period. Manufacturing is clearly the most important category of good as far as the balance of payments is concerned. Manufacturing has retained its importance for exports, accounting for 85 per cent of exports in 1970 and 85 per cent in 2001. As far as imports are concerned, the percentage increased a great deal over 27 years. The UK is now a net importer of manufactured goods. In 2003, the value of imported manufactured goods was £233,952 million, and the value of exported manufactured goods was £187,703 million. One reason for this is the increased import penetration in the UK. Table 10.8 shows import penetration in UK manufacturing for selected years between 1970 and 2000. It can be seen that import penetration has increased over this time period.

Table 10.8 Import penetration\(^a\) in manufacturing in the UK (%)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Export</td>
<td>Import</td>
<td>Export</td>
<td>Import</td>
<td>Export</td>
<td>Import</td>
<td>Export</td>
</tr>
<tr>
<td>16.6</td>
<td>26.2</td>
<td>36.7</td>
<td>48(^b)</td>
<td>56</td>
<td>52</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) measured as \(\frac{\text{import value}}{\text{home demand}} \times 100\)

\(^b\) new Standard Industrial Classification definition
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10.6 Exchange rates

Key concept: Exchange rates

The exchange rate of a currency is the price of that currency in terms of other currencies. If each country has its own currency and international trade is to take place, an exchange of currencies needs to occur. For example, when a UK resident buys goods from France, these must be paid for in euros. The individual will probably purchase euros from a bank in exchange for sterling in order to carry out the transaction. There must, therefore, be an exchange rate between sterling and euros. Likewise, there will be exchange rates between sterling and other currencies acceptable for trade purposes. The exchange rate of a currency both influences and is influenced by the balance of payments.

There are two basic types of exchange rate: the floating exchange rate and the fixed exchange rate. There are also hybrid exchange rate systems which combine the characteristics of the two main types.

10.6.1 The floating exchange rate

This type of exchange rate is determined within a free market, there is no government intervention, and the exchange rate is free to fluctuate according to market conditions. The exchange rate is determined by the demand for and the supply of the currency in question.

If we take sterling as an example, the demand for the currency comes from exports, i.e. overseas residents buying pounds either to buy British goods and services or for investment purposes. The supply of pounds comes from imports, i.e. UK residents who are buying foreign currencies to purchase goods and services or for investment purposes and who are therefore at the same time supplying pounds to the market. The market for sterling can then be drawn using simple demand and supply diagrams.

In Figure 10.3, the price axis shows the price of £1 in terms of US dollars and the quantity axis shows the quantity of pounds being bought and sold.

The equilibrium exchange rate is determined by the intersection of demand and supply at £1 = $2. As this is a totally free market, if any of the conditions in the market change, the exchange rate will also change.

The demand for and supply of sterling and therefore the exchange rate is affected by:

- changes in the balance of payments
- changes in investment flows
- speculation in the foreign exchange markets.

This analysis can be applied to other currencies.
Changes in the balance of payments

Figure 10.4 shows the effect on the exchange rate of changes in the balance of payments. The original demand curve is DD and the original supply curve is SS. At the equilibrium exchange rate of £1 = $2, the demand for pounds is equal to the supply of pounds. In...
other words, if the demand for pounds comes from exports and the supply of pounds comes from imports, imports and exports are equal and the balance of payments is in equilibrium. Now it is assumed that a balance of payments deficit is caused by the level of imports rising while the level of exports stays the same. If exports remain the same, there will be no change in the demand curve for pounds. As imports rise, there will be a rise in the supply of pounds to the market and the supply curve will move to the right to $S'S'$. At the old exchange rate of £1 = $2$, there is now an excess supply of pounds, and as this is a free market, there will be downward pressure on the value of the pound until equilibrium is re-established at the new lower exchange rate of £1 = $1$. At this exchange rate, the demand for pounds is again equal to the increased supply of pounds and the balance between imports and exports is re-established.

How does this happen? When the value of the pound falls, two things happen: the price of imports rises and the price of exports falls. Thus the level of imports falls and the level of exports rises and the deficit is eradicated. A simple numerical example illustrates this point:

- At old exchange rate £1 = $2, an American car which costs $20,000 in the USA costs £10,000 in the UK and a British car which costs £10,000 in the UK costs $20,000 in the USA.
- If the exchange rate falls to £1 = $1, the American car still costs $20,000 in the USA but now costs £20,000 in the UK and the British car still costs £10,000 in the UK but now costs $10,000 in the USA.

Therefore a depreciation in the exchange rate has made imports dearer (the American car) and exports cheaper (the British car). Thus a fall in the value of the pound helps to re-establish equilibrium in the balance of payments.

In the case of a surplus on the balance of payments, the exchange rate will rise, making exports more expensive and imports cheaper and thereby re-establishing equilibrium in the balance of payments. You should test your understanding of the working of the foreign exchange markets by working through what happens if a surplus develops.

A fall in the value of the pound in a free market is called a **depreciation** in the value of the pound; a rise in its value is called an **appreciation**.

**Changes in investment flows**

In Figure 10.5, the original equilibrium exchange rate is £1 = $2. If there is an increase in the level of investment in the UK from overseas, there will be an increase in the demand for pounds. The demand curve moves to the right (to $D'D'$) and the exchange rate rises to £1 = $2.5.

**The effect of speculation**

If the exchange rate of sterling is expected to rise, **speculators** will buy sterling in order to make a capital gain by selling the currency later at a higher exchange rate. There will be an increase in the demand for pounds and the exchange rate will rise. If the exchange rate is expected to fall, speculators will sell sterling in order to avoid a capital loss, and there will be an increase in the supply of sterling and therefore a fall in the exchange rate. Illustrate these changes yourself using demand and supply diagrams.

The important thing about speculation is that it tends to be self-fulfilling. If enough people believe that the exchange rate is going to rise and act accordingly, the exchange rate will rise.
The main advantage of the floating exchange rate is the automatic mechanism it provides to overcome a balance of payments deficit or surplus. Theoretically, if a deficit develops, the exchange rate will fall and the balance of payments is brought back into equilibrium. The opposite occurs in the case of a surplus. Of course, in reality, it does not work as smoothly or as quickly as the theory suggests. A depreciation is supposed to work as demonstrated in Figure 10.6.

![Figure 10.5 The effect of changes in investment flows on the exchange rate](image)

![Figure 10.6 The effect of a depreciation](image)
There are a number of problems which may occur to prevent this self-correcting mechanism working properly. First, if in the UK the goods which are imported are necessities that cannot be produced at home, then even if their price goes up as a result of a depreciation, they will continue to be demanded. Thus not only will the balance of payments deficit not be automatically rectified, another economic problem will result, that of inflation. The UK will continue to buy the imported goods at the new higher price. A second problem occurs on the other side of the equation. It is assumed above that as the price of exports falls more exports are sold. This presupposes that in the UK the capacity is there to meet this increased demand, but this may not be the case, especially if the economy is fully employed already or if the export-producing industries are not in a healthy enough state to produce more.

These problems give rise to what is called the J-curve effect. A fall in the exchange rate may well lead to a deterioration in the balance of payments in the short term, until domestic production can be increased to meet the extra demand for exports and as substitutes for imported goods. Once this can be done there will be an improvement in the balance of payments, hence the J-curve effect pictured in Figure 10.7. The effect of a fall in the exchange rate is limited and the curve levels off after a certain time period. The depreciation in the value of the pound seen when Britain left the exchange rate mechanism (ERM) did not have an immediate effect on the balance of payments and many argued that this was due to the J-curve effect.

![Figure 10.7 The J-curve](image)

One major disadvantage of the floating exchange rate is that it introduces uncertainty into the market, and for firms that operate internationally, this introduces another variable which needs to be considered when planning. Moreover, since the possibility of speculation exists with the floating exchange rate, this can be destabilising and unsettling to markets – something which businesses do not welcome.

### 10.6.2 The fixed exchange rate

The fixed exchange rate is one that is fixed and maintained by the government. An exchange rate can be fixed in terms of other currencies, gold or a basket of other currencies. In order to maintain a fixed exchange rate, the government has to actively intervene in the market, either buying or selling currencies. Figure 10.8 shows the action needed
by the UK authorities in the case of downward pressure on the value of the pound. Again, this analysis can be applied to other currencies.

The exchange rate is fixed at £1 = $2, and the government wants to maintain that rate. If a balance of payments deficit develops, brought about by an increase in imports, exports remaining the same, there will be an excess supply of pounds at the fixed exchange rate. In a free market the value of the pound would fall until the excess supply had disappeared. However, this is not a free market, and the government must buy up the excess supply of pounds in order to maintain the exchange rate at £1 = $2. Thus the demand curve moves to the right and the exchange rate has been maintained at the same level. Alternatively if there is excess demand for pounds, the government has to supply pounds to the market in order to maintain the fixed exchange rate.

A prime advantage of a fixed exchange rate is that there is less uncertainty in the market, everyone knows what the exchange rate will be in a year’s time, and long-term planning is made easier. It also reduces the likelihood of speculation in the foreign exchange markets. One major disadvantage, however, is that there is no longer an automatic mechanism for rectifying any balance of payments problems as there is in the case of the floating exchange rate and this means that government intervention is necessary, not just to support the exchange rate, but also to overcome any balance of payments problems. Added to this, a fixed exchange rate is not sustainable in the case of persistent deficits or surpluses. In the event of a surplus, the government must supply pounds to the market and if the surplus persists, then eventually the government will exhaust its reserves and might well have to revalue the pound, i.e. increase the exchange rate of the pound. In the case of a persistent deficit, the size of the government’s reserves will be increasing over time and the government may have to devalue the pound to correct the problem.

---

**Figure 10.8 The effect of changes in the balance of payments on a fixed exchange rate**
There are, then, advantages and disadvantages to both types of exchange rate and there have been hybrid exchange rate systems that serve to combine the advantages of both systems. In such an exchange rate system the exchange rate is basically fixed but is allowed to fluctuate by a small amount either side of the central value. The exchange rate mechanism of the EU was an example of this. When the UK entered the ERM the exchange rate was fixed against other member currencies but allowed to vary by 6 per cent either side of the central value before action was needed.

Over the years the UK has had a variety of different types of exchange rate. Before the First World War and for some time between the wars, the exchange rate was fixed in terms of gold – the gold standard. From the Second World War until 1972, the UK was part of the Bretton Woods system of fixed exchange rates, where the pound was fixed in terms of dollars. From 1972 to 1990, the UK had a floating exchange rate. In 1990, Britain joined the exchange rate mechanism of the European Union, which was a fixed exchange rate. In September 1992, the pound left the ERM and was allowed to float. The key question for the British government now is whether the UK should adopt the euro, thereby replacing sterling with the single currency. This is an issue to which we now turn.

10.6.3 The single European currency

On 1 January 1999, the single European currency – the euro – was introduced. In order to qualify for membership of the single currency, EU members had to fulfil strict criteria with respect to inflation rates, budget deficits and rates of interest. In the end, all members qualified with the exception of Greece, where there were problems with high inflation rates. The UK, Denmark and Sweden decided not to join the single currency, so Euroland initially comprised 11 members. Each of the currencies of these members was fixed to the euro at a specified rate and became sub-units of the euro rather than separate currencies.

To begin with, the euro was only a paper and electronic currency. Financial and government transactions took place in the new currency, but the only currency in circulation was the respective national currency. Euro notes and coins were put into circulation on 1 January 2002 and circulated alongside national currencies until 31 July 2002, after which national currencies ceased to be legal tender. There are euro cent coins in 1, 2, 10, 20 and 50 cent denominations plus 1 and 2 euro coins. Notes are issued in denominations of 5, 10, 20, 50, 100, 200 and 500 euros.

The changeover on January 1 2002 was remarkably smooth given the scale of the operation – €132 billion worth of notes and €37.5 billion worth of coins were put into circulation. The smoothness of the transition was made possible by the gradual phasing in of the euro over the three years prior to 2002. Companies had already started to publish their accounts in euros and had been trading in euros for some time, share prices had been quoted in euros for around three years and prices in shops had been shown in local currencies and euros.

Even though the UK has not yet joined the single currency, many businesses in the UK have already adapted to its existence. Many large companies are using the euro for accounting purposes – Marks & Spencer stores are fully equipped to accept the euro. Even without entry, preparation is necessary for practical reasons, since many large companies have started to invoice and pay bills in euros – computer systems will have to be adapted to allow for this. There will also be a cost involved in the UK as banks are charging fairly
high commissions for converting euros, particularly for small users. Preparation is also a strategic issue for business. First, EMU will result in greater competition, as price differences will be more obvious to consumers. The cost of converting currencies serves to increase the costs of UK businesses and make them less competitive. Second, EMU will probably result in more mergers and acquisitions across Europe and this will have dramatic effects on the structures of industries (see the following mini case).

**Mini case**

**Membership of the euro**

Four members of the EU did not join the single European currency in 1999, as discussed in the text:

- Greece failed the convergence criteria for membership;
- the UK and Sweden have both decided to hold referenda on the issue ‘when the time is right’;
- Denmark rejected the single European currency in 2000.

It is expected that Greece could join along with other new member states as early as 2005. A referendum is due to be held in September 2004 in Sweden and the Danes are proposing a new ballot on the issue. In the UK, commentators agree that the earliest date for a referendum is likely to be 2008, given the proposed referendum on the EU constitution and the timing of the next general election.

**What are the arguments for and against membership for the UK?**

The pro-euro camp claim that the UK will become further marginalised in Europe if it does not join the single currency. It also argues that there are great advantages to membership – a reduction in transaction costs like the costs of currency exchange, a reduction in the instability caused by changing exchange rates, lower rates of interest and the maintenance of London as a financial centre in currencies. It argues that the UK is imperiling foreign direct investment by staying out of the euro, although there is little evidence of this (see later in this chapter). The anti-euro camp argue just as vociferously that all of this would be at the expense of loss of sovereignty – the UK would be unable to change its exchange rate in order to boost the competitiveness of UK goods. They are afraid that EMU would be followed by political union. One argument that has been used is that the value of the pound against the euro has to be right otherwise entry might be disastrous for the UK economy. As Figure 10.9 shows, the path of the exchange rate has not been smooth.

In January 1999, £1 was worth €1.4236 and in April 2004, £1 was worth €1.5022, an increase over the period in the value of the pound of around 5 per cent. However, in November 2000, the value of the pound peaked at £1 equals €1.7, and many commentators felt that this rate was too high. Most now feel that after initial weaknesses the value of the euro is about right for UK membership.

The argument will continue for some time.
Reference has already been made to the fact that changes in exchange rates can affect businesses in several ways. These would include:

- making it easier or harder to export (as prices change);
- making it easier or harder for foreign competitors to penetrate the domestic market (again through the price effect);
- causing uncertainty in both trading and investment terms;
- adding to or reducing the cost of imported raw materials and component parts.

In addition, if a falling exchange rate causes inflationary pressures within the economy, this could add to a firm’s production costs (e.g. through higher wage bills) and could encourage the government to introduce counter-inflationary policies which might subsequently depress demand in the home market.

For businesses regularly involved in currency dealing and/or multinational activities, changing currency values can also bring other gains or losses. Shell and Allied Lyons, for example, lost over £100 million each on currency gambles in the early 1990s by entering into deals when the exchange rate between currencies was not fixed in advance. In contrast, Unilever’s record profits for the financial year 1992/3 included substantial overseas earnings, some of which were the direct result of a weaker pound which meant that remitted profits increased when converted back into sterling.
As the above examples illustrate, international firms normally face more financial risks than purely domestic businesses because they are involved in foreign currency transactions. These risks (or ‘exposures’) come from two main sources: ‘translation exposure’ and ‘transaction exposure’. The former arises when an international firm translates its accounts into one currency, usually that of the parent company. This can mean that the value of the firm’s cash flows, assets and profits can change substantially as exchange rates change. With transaction exposure the problem arises because the value of a transaction carried out may vary as exchange rates change; as a result receipts and payments, and bank loans and deposits in foreign currencies, can fluctuate in an unpredictable way.

While translation exposure tends not to be seen as a major problem, transaction exposure can create substantial uncertainty and difficulty for a firm engaged in foreign trade. For this reason many firms seek to reduce their exposure through a process known as ‘hedging’. This basically involves undertaking steps to offset a potential risk in foreign exchange dealings. In some cases the hedging technique used can be internalised in the sense that it is part of the firm’s operating procedures, as when a firm undertakes to invoice a foreign customer in its (i.e. the firm’s) own currency, thereby shifting the exchange rate risk onto the customer. On other occasions a firm will use external techniques which essentially involve the use of external markets to manage the exchange rate risk. One popular external method is to become involved in using forward foreign exchange markets: in effect contracting to buy foreign currency at an agreed price for delivery at a future date (e.g. six months or a year). While this does not totally remove the risks of foreign exchange dealing, it does at least mean that the firm knows the price of a currency in advance and can plan accordingly.

Substantial amounts of foreign trade and hence movements of currency result from the activities of very large multinational companies or enterprises. Multinational enterprises (MNEs), strictly defined, are enterprises operating in a number of countries and having production or service facilities outside the country of their origin. These multinationals usually have their headquarters in a developed country – with four exceptions (Cemex (Mexico), LG Electronics (Korea), Petróleos de Venezuela and Petronus (Malaysia)), the largest 100 MNEs are based in the developed world. Typically, MNEs still employ two-thirds of their workforce and produce two-thirds of their output in their home country. A relatively new concept is the transnational enterprise. Often used interchangeably with multinational enterprise, this refers to enterprises which do not have a national base – they are truly international companies. More will be said about this concept later, but as they are still relatively rare, this section will concentrate on MNEs. Multinationals are often well-known household names, as Table 10.9 shows.
Table 10.9  The world’s ten largest MNEs, ranked by foreign assets, 2000

<table>
<thead>
<tr>
<th>Rank</th>
<th>Company</th>
<th>Country</th>
<th>Transnationality index* (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Vodafone Group</td>
<td>UK</td>
<td>81.4</td>
</tr>
<tr>
<td>2</td>
<td>General Electric</td>
<td>USA</td>
<td>40.3</td>
</tr>
<tr>
<td>3</td>
<td>Exxon Mobil Corporation</td>
<td>USA</td>
<td>67.7</td>
</tr>
<tr>
<td>4</td>
<td>Vivendi Universal</td>
<td>France</td>
<td>59.7</td>
</tr>
<tr>
<td>5</td>
<td>General Motors</td>
<td>USA</td>
<td>31.2</td>
</tr>
<tr>
<td>6</td>
<td>Royal Dutch Shell Group</td>
<td>UK/Netherlands</td>
<td>57.5</td>
</tr>
<tr>
<td>7</td>
<td>BP</td>
<td>UK</td>
<td>76.7</td>
</tr>
<tr>
<td>8</td>
<td>Toyota Motor Corporation</td>
<td>Japan</td>
<td>35.1</td>
</tr>
<tr>
<td>9</td>
<td>Telefonica</td>
<td>Spain</td>
<td>53.8</td>
</tr>
<tr>
<td>10</td>
<td>Fiat Spa</td>
<td>Italy</td>
<td>57.4</td>
</tr>
</tbody>
</table>

* measured as the average of three ratios: foreign assets to total assets, foreign sales to total sales, and foreign employment to total employment


The transnationality index gives a measure of an MNE’s involvement abroad by looking at three ratios – foreign asset/total asset, foreign sales/total sales, and foreign employment/total employment. As such it captures the importance of foreign activities in its overall activities. In Table 10.9 Vodafone has the highest index – this is because in all three ratios it has a high proportion of foreign involvement. Since 1990, the average index of transnationality for the top 100 MNEs has increased from 51 per cent to 55 per cent, but the rate of increase slowed slightly in 1998, mainly reflecting a decline in the ratio of foreign to total assets.

These multinationals are huge organisations and their market values often exceed the GNP of many of the countries in which they operate. There are over 60,000 MNEs around the world and they are estimated to account for a quarter of the world’s output. The growth in MNEs is due to relaxation of exchange controls, making it easier to move money between countries, and the improvements in communication which makes it possible to run a worldwide business from one country. The importance of multinationals varies from country to country as Table 10.10 shows.

As can be seen, foreign affiliates are very important for some countries and not so important for others: in the case of Japan, there is hardly any foreign presence at all. For all of the countries except Finland, foreign affiliates have a bigger impact upon production than employment.
Table 10.10 Percentage share of foreign affiliates in manufacturing production and employment, 2000

<table>
<thead>
<tr>
<th>Country</th>
<th>Share of foreign affiliates in manufacturing production</th>
<th>Share of foreign affiliates in manufacturing employment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hungary</td>
<td>67</td>
<td>43</td>
</tr>
<tr>
<td>Ireland</td>
<td>66</td>
<td>47</td>
</tr>
<tr>
<td>UK</td>
<td>34</td>
<td>19</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>31</td>
<td>18</td>
</tr>
<tr>
<td>Netherlands</td>
<td>29.5</td>
<td>18</td>
</tr>
<tr>
<td>France</td>
<td>28.5</td>
<td>26</td>
</tr>
<tr>
<td>Sweden</td>
<td>21</td>
<td>20</td>
</tr>
<tr>
<td>Norway</td>
<td>20</td>
<td>16</td>
</tr>
<tr>
<td>USA</td>
<td>16</td>
<td>12</td>
</tr>
<tr>
<td>Finland</td>
<td>13</td>
<td>14</td>
</tr>
<tr>
<td>Germany</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>Turkey</td>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>Italy</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>Japan</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>


10.8.1 Foreign direct investment

An important aspect of MNE activity is foreign direct investment (FDI). Between 1990 and 2000, the value of FDI worldwide more than doubled. The two biggest donors and recipients were the USA and the UK. The wave of FDI in the 1980s brought new companies and jobs – in the USA, for example, the number of Americans employed by foreign companies more than doubled between 1980 and 1990. This changed in the 1990s, when FDI was directed towards mergers and acquisitions rather than the opening of new factories or subsidiaries. In 2000, it is estimated that 90 per cent of FDI took the form of mergers and acquisitions.

Since 2000, both the number of cross-border mergers and acquisitions and the level of FDI flows have fallen dramatically. Since 2002, FDI flows to and from OECD countries has more than halved. FDI inflows dropped from $614 billion in 2001 to $490 billion in 2002 – a decline of more that 20 per cent. FDI outflows have also declined although less dramatically – from $690 billion in 2001 to $607 billion in 2002. The performance of individual countries varied, as Table 10.11 shows, but a large part of the decline was experienced by the USA and the UK.

Table 10.11 Change in FDI flows between 2001 and 2002, selected countries (%)

<table>
<thead>
<tr>
<th>Country</th>
<th>FDI outflow change</th>
<th>FDI inflow change</th>
</tr>
</thead>
<tbody>
<tr>
<td>USA</td>
<td>−3</td>
<td>−77</td>
</tr>
<tr>
<td>UK</td>
<td>−42</td>
<td>−60</td>
</tr>
<tr>
<td>France</td>
<td>−16</td>
<td>−9</td>
</tr>
<tr>
<td>Germany</td>
<td>−42</td>
<td>+12</td>
</tr>
<tr>
<td>Japan</td>
<td>−16</td>
<td>+50</td>
</tr>
<tr>
<td>Belgium/Luxembourg</td>
<td>+66</td>
<td>+70</td>
</tr>
</tbody>
</table>

Source: Adapted from Table 1, Recent Developments in FDI, OECD, June 2003.
The reasons put forward for this dramatic decline in total FDI flows are: the sluggishness of the global economy, some uncertainty over monetary policy in some countries, and most significantly the increasing unstable political and security of the world.5

At one time, economists thought of international trade and FDI as alternatives to one another – instead of trading with a country, a company could enter that country by opening a subsidiary. These days, however, the two are seen as complementary. A major study by the OECD6 found that for donors of FDI, each outward investment of $1 produces additional exports of $2. For recipients of FDI, the short-term effect is an increase in imports; an increase in exports is not seen until the longer term.

---

**Mini case**

**FDI indices**

UNCTAD (United Nations Conference on Trade and Development) has combined data on FDI performance and FDI potential to draw up a matrix which is useful to policymakers. The matrix is shown in Table 10.12.

<table>
<thead>
<tr>
<th>High FDI performance</th>
<th>Low FDI performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>High FDI potential</td>
<td>Front-runners</td>
</tr>
<tr>
<td>Low FDI potential</td>
<td>Above potential</td>
</tr>
</tbody>
</table>

FDI performance is measured as an index number of FDI inflows relative to the size of the economy. FDI potential is measured using 12 factors which include GDP per capita, growth of GDP and the share of exports in GDP. Both are measured over a three-year period, 1999–2001, to even out any short-term fluctuations and the data covers 140 countries. The top three performers were Belgium and Luxembourg, Angola and Hong Kong. The top three for FDI potential were the USA, Singapore and Norway.7

The 140 countries were then assigned to the matrix.

- **The front-runners** include many industrialised nations like Belgium and Luxembourg, France, Germany and the UK, and some advanced transitional economies like the Czech Republic and Slovakia.
- **Above potential** include Brazil and Angola.
- **Below potential** include some major industrialised nations such as the USA and Japan and some newly industrialising countries (e.g. the Republic of Korea).
- **The under-performers** were mainly poor or unstable economies like India and South Africa.

The purpose of this analysis is to aid decision makers, both in countries receiving the FDI flows and those initiating the flows. It gives an indication of the factors which are important in FDI flows and looks at how they have changed. The exercise has been carried out since 1995 and some countries (e.g. Australia) have moved from being front-runners to performing below potential. Given the dramatic changes that have taken place since 2000 (see Section 10.8.1), it is likely that the positioning of some of these countries will change again next time.
10.8.2 The operation of MNEs

Multinationals can diversify operations across different countries. This brings them great benefits:

- MNEs can locate their activities in the countries which are best suited for them. For example, production planning can be carried out in the parent country, the production itself can be carried out in one of the newly industrialised countries where labour is relatively cheap, and marketing can be done in the parent country where such activities are well developed. The relocation of production may go some way to explaining the decline in the manufacturing sector in the developed nations.8

- An MNE can cross-subsidise its operations. Profits from one market can be used to support operations in another. The cross-subsidisation could take the form of price cutting, increasing productive capacity or heavy advertising.

- The risk involved in production is spread, not just over different markets but also over different countries.

- MNEs can avoid tax by negotiating special tax arrangements in one of their host countries (tax holidays) or through careful use of transfer pricing (see Chapter 9). Transfer prices are the prices at which internal transactions take place. These can be altered so that high profits can be shown in countries where the tax rate is lower. For example, in the USA in 1999, two-thirds of foreign-based multinationals paid no federal income tax. The loss to US taxpayers from this has been estimated to be in excess of $40 billion per year in unpaid taxes.

- MNEs can take advantage of subsidies and tax exemptions offered by governments to encourage start-ups in their country.

The very size of MNEs gives rise to concern as their operations can have a substantial impact upon the economy. For example, the activities of MNEs will affect the labour market of host countries and the balance of payments. If a subsidiary is started in one country, there will be an inflow of capital to that country. Once it is up and running, however, there will be outflows of dividends and profits which will affect the invisible balance. Also there will be flows of goods within the company and therefore between countries, in the form of semi-finished goods and raw materials. These movements will affect the exchange rate as well as the balance of payments and it is likely that the effects will be greater for developing countries than for developed countries.

There is also the possibility of exploitation of less-developed countries, and it is debatable whether such footloose industries form a viable basis for economic development. Added to this, MNEs take their decisions in terms of their overall operations rather than with any consideration of their effects on the host economy. There is therefore a loss of economic sovereignty for national governments (see Chapter 12).

The main problem with multinationals is the lack of control that can be exerted by national governments. In June 2000, the OECD updated its Guidelines for Multinational Enterprises, which are not legally binding but are promoted by OECD members governments. These seek to provide a balanced framework for international investment that clarifies both the rights and responsibilities of the business community. It contains guidelines on business ethics, employment relations, information disclosure and taxation, among other things. Against all this is the fact that without the presence of MNEs, output in host countries would be lower, and there is evidence that on labour market issues the multinationals do not perform badly.
10.8.3 Globalisation

Globalisation is a term used to describe the process of integration on a worldwide scale of markets and production. The world is moving away from a system of national markets that are isolated from one another by trade barriers, distance or culture towards one where there is one huge global market place. This is certainly true for goods such as Coca-Cola or McDonald’s although it is not true for all products. The globalisation of markets has been intensified by the globalisation of production where firms disperse parts of their production process to different parts of the world. It is not just the large multinational enterprises that are becoming global; many small and medium-sized enterprises are also engaged in global production and marketing.

The two main reasons for the increased globalisation of both markets and production are:

- the decline in barriers to trade and investment that has occurred over the last half-century. Each day over $1.5 trillion are exchanged in foreign exchanges and international trade accounts for one-third of the world’s output. New markets that were formerly protected, like the Soviet bloc, have opened up for competition;
- the dramatic developments in communication and information technologies which not only facilitate global production through the transfer of information between different parts of a company, but also allow the transfer of ideas and beliefs around the world. The so-called ‘global culture’ makes it appear as if the same trends occur in many parts of the world at the same time. Developments in transportation technology, such as the jet engine, have also served to make the world a smaller place.

Globalisation has meant that firms face an increasingly complex environment. For example, there are new markets to be captured, increased competition to be faced from abroad, an understanding needed of the workings of foreign exchange markets, and a knowledge of the differences which exist between countries. Despite what has been said about globalisation, there still remains a great diversity in the world – different countries have different cultures, political systems and legal systems. Global production and marketing require a knowledge of all of these.

10.9 Conclusion

The importance of international markets will vary between firms and industries but most businesses do not operate solely within national boundaries. Businesses which operate in the export market will obviously need an understanding of international markets but even the sole proprietor producing for a small local market may well use imported raw materials or components in the production process and so will be influenced by changes that take place internationally. Other than people who are totally self-sufficient, we are all affected directly or indirectly by foreign trade.

This chapter has looked at the international marketplace and in particular the benefits that derive from international trade. Consideration has also been given to some of the restrictions that exist to free trade and to the role of the EU in promoting a single European market for goods and services. Patterns of trade in the UK have been exam-
ined, as well as the recent history of the balance of payments position. Exchange rates have been discussed, including an analysis of how businesses are affected by changes in the value of currencies. Finally, the role and the operation of multinational enterprises has been considered since MNEs are key players in the international marketplace.

### European Union enlargement

The European Union has gone through four enlargements, increasing from its initial membership of six countries in 1957 to 25 members in 2004. The reasons for the establishment of the EU are well documented in this chapter and they provide the rationale for its enlargement. When communism collapsed in 1989, the EU pledged to allow the countries of Eastern Europe to join – to spread peace, prosperity and stability. On 1 May 2004, that aim was fulfilled as ten new members were admitted to the EU.

The benefits arising from the enlargement of the EU include:

- **Political stability** – expansion of the EU gives European leaders the chance to bring political stability to Europe and end the divisions which twice last century ended in war. Membership of the EU will help to entrench the new-found democracies of the former communist countries in Eastern Europe.

- **Economic benefits** – the admission of the ten countries increases the size of the population of the EU by around 75 million. This will enhance the EU position as a major trading bloc in the world.

The admission of new members will fundamentally change the EU and there has been some discussion of this in the text. Table 10.13 shows some vital statistics for the new members of the EU.

<table>
<thead>
<tr>
<th>Country</th>
<th>GDP per capita (€)</th>
<th>Population (million)</th>
<th>Main employer (% of workforce)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Czech Republic</td>
<td>7,200</td>
<td>10.2</td>
<td>Steel, textiles</td>
</tr>
<tr>
<td>Cyprus</td>
<td>Greek 15,000</td>
<td>0.785</td>
<td>Services (62)</td>
</tr>
<tr>
<td></td>
<td>Turkish 4,500</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estonia</td>
<td>5,100</td>
<td>1.4</td>
<td>Services (50)</td>
</tr>
<tr>
<td>Hungary</td>
<td>6,900</td>
<td>10.2</td>
<td>Services (46)</td>
</tr>
<tr>
<td>Latvia</td>
<td>3,800</td>
<td>2.3</td>
<td>Services (43)</td>
</tr>
<tr>
<td>Lithuania</td>
<td>4,200</td>
<td>3.6</td>
<td>Services (50)</td>
</tr>
<tr>
<td>Malta</td>
<td>10,300</td>
<td>0.390</td>
<td>Tourism</td>
</tr>
<tr>
<td>Poland</td>
<td>5,200</td>
<td>38.7</td>
<td>Agriculture (29)</td>
</tr>
<tr>
<td>Slovakia</td>
<td>4,700</td>
<td>5.4</td>
<td>Services (46)</td>
</tr>
<tr>
<td>Slovenia</td>
<td>11,700</td>
<td>2</td>
<td>Services (61)</td>
</tr>
</tbody>
</table>

GDP per head in all of the applicants is lower than the EU average of €25,000, and it is estimated that the accession of the ten will increase the size of GDP in the EU by only 5 per cent. The average GDP per head in the EU will fall by around 16 per cent in terms of purchasing power. Accession of these countries to the EU will lead to changes in the distribution of regional aid. Given that the newcomers are mostly poorer than existing
members, there are important financial implications – both for regional aid and agricultural aid. The only country with a large agricultural sector is Poland where nearly 30 per cent of its population is employed on the land and, given Poland’s large population, this will therefore have great implications for the CAP budget.

One concern which has been voiced by some observers in a number of the existing member states is that enlargement of the EU will lead to mass immigration of labour from the new members. As per capita income is lower in all of the new members, it is possible that free movement of labour will mean a mass exodus from the new poorer members to the old richer countries in search of jobs and higher incomes. In addition, there are concerns that such an exodus will have an impact upon public spending in the host countries. At the time of writing, it is difficult to assess the overall effect of enlargement on labour flows, but it is true to say that the same concerns were voiced when Spain and Portugal joined in 1986. These concerns were not realised.

### Notes and references

2. Recent evidence suggests that these strict criteria (especially budget deficits) are not always adhered to by member states.

### Review and discussion questions

1. For a business considering expansion into Europe, what methods of expansion are available?
2. Using demand and supply diagrams, show the effects on the market for foreign exchange of the following:
   - a decreased level of imports
   - a fall in the rate of interest
   - the development of a balance of payments surplus.
3 What is the likely effect on a system of fixed exchange rates of continued speculation on one of the member currencies?

4 Explain why businesses generally prefer fixed rather than floating exchange rates.

Assignments

1 You work for a local chamber of commerce and have been asked to make a presentation to its members on the arguments for and against UK membership of the single European currency. The audience is likely to be mixed in its attitude to the single currency. Prepare this presentation, anticipating and answering any possible questions the audience may have.

2 You work for a trade union in the hosiery industry which strongly supports the use of import restrictions to protect its workers from competition from countries where wage rates are much lower. You have been asked to take part in a debate on the issue by your local Conservative MP, who is a champion of the free market. Present a set of arguments that will counter any points that your opponent is likely to make.

Further reading
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Human resource issues 409
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CHAPTER 11  Government and business  Ian Worthington

11.1 Introduction

As we have seen, the essence of business activity is producing goods and services to satisfy consumer needs and wants. The previous sections of this book have focused on how in an economy firms (as suppliers) interact with individuals (as consumers) to bring about the allocation of scarce productive resources to satisfy society’s demands. In what we have described as a market-based economic system there is, however, a third key actor who plays an influential role in resource allocation. That actor is the state or what we call here the ‘government’. When we consider that in most advanced industrial economies government activity constitutes between 30 per cent and 40 per cent of a country’s gross domestic product, it follows that the state and its agencies have a significant influence on private sector business organisations and on the markets in which they purchase their inputs and sell their output. In this and the following chapter we examine the interface between the public and the private sectors and, in particular, the way in which government policy decisions can impact on the operations of both firms and markets, whether by legislation and regulation or by influencing consumer behaviour.

11.2 An overview

As a prelude to examining the policy aspect of the business relationship, it is useful to begin by recalling the various key roles that government can (and does) play in a modern economy. A typical list would include the following:

- To consider the broad rationale for government intervention in the economy.
- To examine government intervention at a variety of spatial levels.
- To investigate the rationale, background and implementation of key government policies which affect the business community.
- To examine UK government attempts to nurture the small firms’ sector.
- To highlight the concept of a ‘negotiated environment’.
consumer of resources (e.g. employer, landowner)
supplier of resources (e.g. infrastructure, information/data)
consumer of goods and services (e.g. via government spending)
supplier of goods and services (e.g. nationalised industries)
regulator of business activity (e.g. consumer law, employment law)
redistributor of income and wealth (e.g. via the taxation system)
promoter of economic development (e.g. via aid to industry)
regulator of the economy (e.g. via fiscal and monetary policy).

Government, in other words, not only assists in the functioning of the private sector but is also a major business itself, with the unique capacity both to spend huge sums of money raised predominantly through taxation and the ability to pass laws and introduce policies that impact on the different sectors of the economy and/or the economy as a whole.

But why should a government become involved at all in the operations of a market economy and in particular in the relationship between consumers and producers? Why not allow the free market to determine the most appropriate allocation of productive resources?

The answer to this question depends to a large extent on the person or organisation to whom it is addressed. An individual consumer, for example, might see the government largely as an agency for guaranteeing and protecting consumer rights; a firm is likely to be more interested in how the government manages the economy or creates a more competitive environment or stimulates innovation and enterprise. The government itself might justify intervention on all these grounds, as well as pursuing a number of normative goals such as a more equitable distribution of resources or protecting the weakest and most vulnerable members of society.

But how might an economist justify state intervention? The conventional reply offered by economists is that the market mechanism left to its own devices does not always deliver what might be described as the optimum solution to the problem of resource allocation. As we saw in Chapter 8, one of the key measures of performance of both firms and the economy is economic efficiency which is deemed to be a characteristic of competitive markets. To the extent that ‘real’ (as opposed to theoretical) markets may not always be efficient in either the technical or allocative sense they can be deemed to have failed. For many economists this idea of market failure provides a rationale for government intervention whether it be for economic and/or social reasons.

The key areas of market failure are well known but are worth repeating here. Primary concerns include:

- the unwillingness of markets to produce goods and services which are either unprofitable or which it is not practical to provide through private means (i.e. public goods such as defence, social services, and so on);
- the likely under-provision of certain goods and services felt to be of general benefit to the community (i.e. merit goods such as education, libraries, and so on);
- the failure to take into account the external costs and benefits of production or consumption (i.e. externalities such as pollution, congestion, and so on – which are discussed in Chapter 14);
- the danger of monopoly power if businesses can be freely bought and sold;
- the tendency for output to be determined and distributed on the ability to pay rather than on the basis of need or equity;
- the underutilisation of economic resources (e.g. unemployment resulting from demand deficiency, new technology, or structural or frictional problems – see Chapter 12).
As the above list illustrates, governments not only seek to encourage (or discourage) different forms of consumption but they are also concerned with the broader questions of how the economy operates overall. Since the Great Depression of the 1930s, most economists and politicians have come to accept that market forces alone cannot be the sole determinant of the overall level of economic activity and that government intervention may be required from time to time to tackle problems such as inflation, unemployment, low growth or balance of payments crises. While views about the amount and type of state intervention have tended to vary over time and according to political persuasion, few have questioned the need for government action in the economy. The critical question, in short, is not whether an economic role for government should exist, but what that role should be and where the boundaries should be drawn between private and public (i.e. collective) action.

Key concept: Public goods

As indicated in the text, economists recognise three main forms of ‘market failure’: public goods, monopoly and externalities. Here we concentrate on the first of these justifications for state intervention in a market economy.

The concept of a ‘public good’ is perhaps best illustrated by comparing it with the idea of a ‘private good’. Private goods (or services) are those products which can be wholly consumed by an individual, as when you wisely bought this particular book or ate a sandwich in the student refectory. This notion of comprehensive and exclusive consumption is critical to the operation of a free market.

Public goods do not have such attributes; they are said to be ‘non-excludable’ and ‘non-rival in consumption’. Take the well-known example of street lighting which is provided communally by local authorities. If, instead of this public provision, street lighting had to be purchased in a free market, then one person’s purchase would allow others to enjoy the product free of charge as they could not be denied the benefits of the lights being switched on for the buyer. This is known as the ‘free rider problem’. Moreover, one person’s consumption of street lighting would not reduce the supply available to anyone else (as when you bought this book or ate your sandwich). Given these characteristics it becomes difficult to get people to pay to consume such a good and this is clearly a disincentive for anyone to provide them. In effect they are unlikely to be provided at all if left to market forces. For this reason they tend to be provided by the state (i.e. communally) and funded through the taxation system.

It is worth noting that many of the goods and services currently provided by the state can also be provided privately, as in the case of education, housing and health care in the UK. In this case state provision (public goods and services) exists alongside private provision (private goods and services) and consumers can exercise some degree of choice. Such an arrangement is a fundamental feature of market-based economies across the world.
While all forms of government intervention in the economy invariably have direct or indirect consequences for business, it is possible to distinguish certain policies which are designed specifically to influence the industrial and commercial environment. These range from economy-wide approaches, as in the case of government macroeconomic policy, to policies which are targeted at specific problems (e.g. anti-competitive practices) or groups (e.g. job creation measures) or areas (e.g. regional policy) or sectors (e.g. small firms’ policies) within the economy. Many of the latter, more targeted policies are sometimes grouped together and described as industrial policies, though it is questionable whether in countries such as the UK historically such measures have ever amounted to a single and coherent policy for business.

In examining the policy dimension of the government/business interface, this chapter focuses on four specific policy areas, using UK experience to illustrate the various forms intervention can take. These are:

- privatisation policy
- competition policy
- spatial policy
- small firms’ policy.

It examines the rationale and background to each and identifies some of the key measures introduced by recent UK governments to achieve their objectives. It points in particular to the increasing level of intervention that is taking place at supranational level (e.g. within the European Union) to tackle such problems as anti-competitive practices and market structures. The broader question of government macroeconomic policy is discussed in Chapter 12.

### 11.4 Privatisation policy

#### 11.4.1 Background

In all countries, whatever their economic and political systems, certain goods and services are provided by the state (i.e. the public sector). One of the main ways in which state provision has traditionally taken place is through public (i.e. state) ownership of productive assets, normally in key areas of the economy (e.g. energy, transport, telecommunications, the media). In centrally planned economies (e.g. Cuba), the degree of public ownership is substantial (though never total) and the private sector usually remains limited in size and influence. In contrast, in free market or capitalist economies, ownership of the means of production, distribution and exchange lies predominantly in private hands, except for those areas of activity which the state (via the decisions of the governing authorities) chooses to nationalise and, in some cases, monopolise.

Government decisions on which assets the state should own (and/or acquire) is as much a political as it is an economic question and needs to be seen within the appropriate historical context. For example, in Britain, the heyday of nationalisation was in the
period 1945–51 when the new Labour government took into public ownership the coal, gas, electricity, rail and steel industries. Coming immediately after the end of a highly destructive Second World War, this was a time when the British government was seeking to rebuild the peacetime economy with the ultimate goal of achieving full employment and economic prosperity. Under what was then clause 4 of the Labour Party constitution, public ownership was seen as a desirable policy objective and one which would provide a Labour government with control over the ‘commanding heights of the economy’, thereby ensuring that the country’s key strategic industries would receive the huge level of investment they needed in the immediate post-Second World War period.

Looking back at this point in history, it seems fair to suggest that economic justifications also added considerable weight to the government’s political predispositions. Apart from the question of safeguarding vital industries and ensuring much-needed investment, nationalisation appeared to provide a means of guaranteeing that the general public would benefit from the huge economies of scale available to what were effectively natural monopolies. Through public ownership, it was felt that unnecessary duplication of assets could be avoided, costs lowered and efficiency increased, thereby potentially promising lower prices for consumers rather than monopoly profits for private individuals. Since the country’s firms were also a major consumer of the output of these key industries, controlling factor input prices also promised to be of substantial benefit to the wider economy, particularly from a counter-inflationary point of view.

It ought to be said that these arguments are of more than merely historical interest, for they underline how fashions can change in economic thinking and how different economists can come to different conclusions about apparently the same situation. To most present-day economists, and the governments they advise, ‘nationalisation’ tends to be a dirty word and associated with higher costs, inefficiency, lack or absence of competition, under-investment and a stifling of enterprise. The private sector rather than the state is seen as the key to economic prosperity and wealth creation, and privatisation as a means of shifting the balance away from public and towards private provision.3

11.4.2 The roots of privatisation policy

In its broadest sense, ‘privatisation’ involves the transfer of assets or different forms of economic activity from the public to the private sector. In countries such as the UK, this has taken a number of forms including:

- the sale of state-owned assets, especially nationalised industries (e.g. British Gas) or industries in which the government had a substantial shareholding (e.g. BP);
- the contracting-out of services normally provided by the public sector (e.g. school meals, hospital cleaning);
- the deregulation or liberalisation of activities over which the state had previously placed some restriction (e.g. the deregulation of bus routes or postal services);
- the injection of private capital into areas traditionally financed by the public sector (e.g. the road system);
- the sale of local-authority-owned property to private citizens or organisations (e.g. council houses, school playing fields);
- the privatisation of government agencies (e.g. Her Majesty’s Inspectors for Education).
Of these, the sale of state assets – particularly state-owned corporations or nationalised industries – has tended to be the one to evoke the most public and media interest and hence, in the discussion below, attention is focused on this aspect of privatisation policy.

To understand the case for ‘privatisation’ it is useful to return briefly to Chapter 7. Here it was suggested that, on the whole, in market structures which are uncompetitive (e.g. monopoly) firms had little (if any) incentive to be efficient, with the result that consumers face not only reduced choice but also higher prices than is likely to be the case in a competitive market. Competition, in effect, is seen to be the key to efficient resource allocation and a mechanism for protecting consumers from potential exploitation by producers.

This belief in the virtue of competition and in the need to develop competitive market structures is a central theme in monetarism, an economic philosophy which largely dominated official thinking in capitalist economies for much of the latter part of the twentieth century. Broadly speaking, monetarists argue that levels of output and employment in an economy are supply-determined, in contrast to the Keynesian view which emphasises the importance of demand in shaping economic activity. To the monetarist, it follows that government economic policy in a capitalist economic system ought to be directed towards improving the output responsiveness of the economy, by focusing on the workings of markets and in particular on removing obstacles which prevent markets from functioning efficiently. One way of doing this is by reducing the state’s involvement in business activity, most notably as a monopoly supplier and/or regulatory authority in key areas of economic life.

A good example of the interplay between economic theory and practice can be seen by examining privatisation policy in the UK in the period 1979–90. Under the leadership of Prime Minister Margaret Thatcher, the Conservative government of the day set about reducing the size and influence of the public sector in an effort to improve the supply side of the British economy. In addition to a sustained attempt at labour market reforms via legislation, the government embarked on a huge programme of divestment of state assets, which was subsequently emulated by many other countries (see below). Concepts such as ‘rolling back the frontiers of the state’ and ‘selling the family silver’ became part of everyday language and underlined the fundamental shift in economic thinking that had taken place from about the mid-1970s onwards.

The government’s case for privatisation centred round the claim that the sale of state-owned businesses would improve their efficiency and general performance, and would give rise to increased competition that would broaden consumer choice. Under state control, it was argued that businesses had no incentive to strive for efficiency or to respond to consumer preferences, since many of them lacked any direct competition and all of them could turn to government for financial support if revenue was insufficient to meet operating costs. In contrast, firms which were exposed to the ‘test’ of the market would have to satisfy both the consumer and the financial markets if they were to survive or to avoid takeover by more efficient and competitive organisations.

Allied to this argument was the proposition that privatisation would improve the performance of an organisation’s management and workers. Freed from the need to meet objectives laid down by government, management could concentrate on commercial goals such as profitability, improved productivity and cost reduction, and on encouraging greater flexibility and technical innovation within the organisation. Implicit in these claims was the acceptance that a considerable degree of restructuring would need to occur within each privatised company and that this was likely to act as an incentive to
the workforce to improve its performance. Additional encouragement was also expected to derive from the use of employee share-ownership schemes, under which current employees within a newly privatised company were offered a proportion of the equity, thus giving them a vested interest in the organisation’s fortunes.

The sale of shares to employees and to the public generally was also presented as a benefit of privatisation in that it helped to encourage wider share ownership and to create a share-owning democracy, with increased sympathies towards capitalist modes of production (and possibly the Conservative Party!). Concomitantly, the sale of state assets also served to reduce the size of the public sector borrowing requirement – since revenue from sales was counted as negative public expenditure – and this helped to reduce the government’s debt burden and to take some of the pressure off interest rates, as well as releasing funds for use by the private sector.

11.4.3 Privatisation in practice: UK experience

Privatisation has not been simply restricted to the leading capitalist economies: most countries, irrespective of their size, ideology and level of economic development (including China, Spain, Jamaica, France, South Africa), have experimented with various forms of state divestment and deregulation and major privatisation programmes are currently underway in the so-called transition economies. Students wishing to find information on developments in a particular country can use as a starting point the very useful publications by Ernst and Young and PricewaterhouseCoopers which are referred to in the latter part of Chapter 15.

As far as the UK is concerned a number of discernible phases can be identified in the privatisation process that spanned the last two decades of the twentieth century. In the first phase, between 1979 and 1983, government asset sales tended to generate relatively small sums of money compared with later years and generally involved the sale of government shares in companies such as British Aerospace, Britoil, BP, ICL and Ferranti. Between 1983 and 1988, the government disposed of a number of its largest industrial and commercial undertakings, including British Telecom, British Gas and British Airways, along with Rolls-Royce and Jaguar. These were followed by the sale of British Steel and the Rover Group, the National Bus Company and, more significantly, by the regional water authorities and the electricity industry in the late 1980s and early 1990s. In the most recent phase, major sales have included British Coal, British Rail, the flotation of the National Grid and the privatisation of the nuclear industry.

In disposing of its assets the government used a number of different methods including selling shares to a single buyer, usually another company (e.g. the sale of Rover); selling shares to the company’s management and workers (e.g. the management buy-out of the National Freight Corporation); selling shares on the open market for purchase by individuals and institutions (e.g. the stock market flotation of British Telecom). In some cases the process took place in several stages, as a proportion of shares was released onto the market over several years (e.g. BP); in other cases a one-off sale occurred, with investors invited to subscribe for the whole of the equity (e.g. British Steel). As Figure 11.1 indicates, proceeds from privatisation sales between 1979 and 1991 exceeded £34 billion, with most of the revenue being raised in the mid- to late 1980s. Estimates for the period 1991–94 suggest that privatisation yielded a further £25–30 billion for the Exchequer. Over the whole period of privatisation it is thought that total revenues from
the sale of state-owned industries amounted to around £100 billion (at 2000 prices). This is equivalent to around 2 per cent of total government expenditure (or revenues) for that period.

A further and paradoxical feature of the UK privatisation programme was the development of a regulatory system to oversee certain aspects of the operations of the newly privatised utilities in telecommunications, gas, water and electricity. Faced with the problem of how to regulate the behaviour of firms which provided vital services and which had been given a significant amount of monopoly power, the government set up a number of regulatory agencies to consider issues such as pricing and levels of service (see Table 11.1). By acting as a kind of proxy for competition, the regulatory system was intended to protect the consumer from possible monopoly abuse until true competition could be introduced into the industry. Opinions are divided on how effective this system has proved in practice, particularly since the incoming Labour government in 1997 decided to levy a special tax on the windfall profits of the privatised utilities to help fund its New Deal programme.

Figure 11.1 Proceeds from privatisation

Table 11.1 Regulatory bodies for key privatised utilities

<table>
<thead>
<tr>
<th>Name</th>
<th>Date established</th>
<th>Main activities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Office of telecommunications</td>
<td>1984</td>
<td>Regulated BT – especially line rentals, inland calls, overseas calls; provided conditions for new entrants; licensed new forms of service; regulated equipment market. OFTEL's duties have now passed to OFCOM (see below).</td>
</tr>
<tr>
<td>(OFTEL)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Office of Gas Supply</td>
<td>1986</td>
<td>Regulated gas supplies to domestic users – including average price per therm (see OFGEM below).</td>
</tr>
<tr>
<td>(OFGAS)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Office of Water</td>
<td>1989</td>
<td>Regulates domestic and non-domestic supply by water and sewerage companies. Regulates price increases to customers.</td>
</tr>
<tr>
<td>(OFWAT)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Office of Electricity Regulation</td>
<td>1990</td>
<td>Regulated prices of transmission distribution and supply to regional electricity companies and overall electricity costs for smaller customers (see OFGEM below).</td>
</tr>
<tr>
<td>(OFFER)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Office of Gas and Electricity</td>
<td>2000</td>
<td>Replaced OFGAS and OFFER as the regulator of the gas and electricity industries. Its role is to protect and advance the interests of consumers by promoting competition.</td>
</tr>
<tr>
<td>Markets (OFGEM)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Office of Communications</td>
<td>2003</td>
<td>Regulates the UK communications industries with responsibilities for television, radio, telecommunications and wireless communications services.</td>
</tr>
<tr>
<td>(OFCOM)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

11.4.4 Assessment

Has privatisation in the UK proved successful and/or beneficial?

Viewed from a stakeholder point of view, there have clearly been some discernible benefits. The government, for example, has received substantial revenues from the sales of public assets and from increased profits taxes and has removed utility borrowing requirements from the public sector. Customers are said to have gained from an improved level of services (in most cases) and from lower prices, while many shareholders in privatised utility stocks have made windfall gains from share transactions. As for employees in privatised companies, the evidence is somewhat ambiguous: a substantial number lost their jobs in the run-up to privatisation and of those who remained, the main ‘gainers’ in terms of salary and other benefits appear to have been senior executives rather than ordinary personnel (e.g. the controversy over the salary increases of the heads of privatised utilities).

Measured against some of the government’s stated (or apparent) objectives, a number of studies have suggested that privatisation has helped to:

- improve the supply side of the economy (e.g. Oulton (1995); Crafts (1998))
- increase efficiency in many privatised industries (e.g. Martin and Parker (1997))
- promote wider share ownership (e.g. Ernst and Young (1994))
- benefit the public finances (e.g. NERA (1996))
- produce gains in consumer welfare (e.g. Miller (1995)).
However, as indicated elsewhere, findings such as these are by no means unequivocal and any evaluation tends to be fraught with conceptual and methodological difficulties (see e.g. Worthington and Britton (2003)). In the last analysis, we may be tempted to argue that the greatest impact of the privatisation programme has proved to be at a cultural level: in promoting the idea of the superiority of private enterprise. If emulation is the sincerest form of flattery, then the number of countries following the UK’s lead in selling off state assets suggests that promoting free enterprise may have been one of the country’s most significant exports over recent years.

**Mini case**

**Privatisation in China**

Privatisation is a process that has swept the globe, engulfing market-based and planned economies alike. How the process is handled in a particular country, however, depends to a large degree on the historical, political, social, cultural and economic environment in which any change is occurring.

To illustrate this, consider developments in China. Historically, the Chinese economy has been dominated by state-owned enterprises (SOEs) which have traditionally fulfilled a social as well as an economic role in Chinese society. As a result of the increasingly poor performance of these enterprises, various attempts at reform have been undertaken in the last 25 years, culminating in the sale, contracting out or closure of nearly 100,000 small and medium sized SOEs in the late 1990s and the conversion of many larger public sector enterprises into multi-shareholder entities.

These attempts at restructuring the economy have continued into the twenty-first century and have gained added importance following China’s accession to the World Trade Organisation (WTO) – a development which will increasingly expose Chinese businesses to fierce foreign competition in their domestic markets. In 2003, the Chinese government established a public sector body – the State-owned Assets Supervision and Administration Commission of the State Council (SASAC) – to supervise and manage the state’s assets and to act as shareholder on its behalf. This body has the power to appoint, remove, reward and fine top executives and has been given responsibility for the assets of around 200 major state enterprises, with the local authorities making decisions regarding state enterprises that have been set up at city and provincial levels. The aim of these arrangements is to separate government administration and ownership of the various enterprises from their day-to-day management and to provide opportunities for the development of a strong private sector.

Under the current provisions, the expectation is that the economy will experience a new round of privatisation as new business opportunities are opened up to domestic and foreign investors. Indeed, a number of local authorities have already sold off locally-owned assets to Chinese and overseas buyers and others are planning to do so. As for the larger state enterprises under the direct control of SASAC, questions still remain as to how far they will be ‘privatised’ and whether political and social considerations will ultimately prevent foreign investors from gaining a significant share in some of China’s major enterprises, as has happened in other countries. Whatever the outcome, one thing seems certain, the Chinese government is unlikely to relish the prospect of giving up control over its key strategic industries such as energy, infrastructure, transport, oil and banking.
11.5 Competition policy

11.5.1 Why intervene?

As previous chapters have indicated, large firms can often achieve economies of scale which may benefit the consumer in the form of reduced prices. At the same time, scale economies represent an important barrier to entry which can restrict competition in a market, thereby helping to reduce consumer choice, and, in some cases, allowing firms to make abnormal profits. To proponents of the idea of ‘contestable markets’, it is entry barriers rather than market structure which are the key to consumer exploitation and this provides a rationale for government intervention to promote greater competition. A contrary view is that there is little, if any, need for government to intervene in markets since consumers will ultimately benefit from market dominance if high profits help to increase the speed of technical innovation and encourage some firms to be efficient vis-à-vis their competitors.6

For policy makers seeking to promote free markets, the question of government intervention raises an important philosophical issue. If goods and services and resources should be freely traded, why should firms not be allowed to buy and sell other firms free from government control and regulation? For most political decision makers, the answer to this problem lies in the previously mentioned idea of market failure – the need to intervene to reduce or prevent undesirable economic and/or social consequences emanating from free market operations. For most people, the question is not ‘whether’ to intervene but ‘when’ and ‘how’; should it be discretionary or non-discretionary? That being the case, government intervention in the form of competition policy is as much a political as it is an economic problem and one which is subject to external as well as national influences.

Mini case

UK car prices

It has long been known that on the whole the price of new cars in the UK is higher than their equivalent in other parts of Europe (see e.g. Worthington and Britton (2003), p. 409). Price comparisons compiled by the European Commission in November 1999, for example, indicated that on certain models, UK manufacturers’ list prices could be between 40 per cent and 60 per cent higher than in the cheapest EU country. Inevitably, claims that UK consumers were being overcharged led to an investigation by the UK competition authorities which was asked to examine the relationship between car makers and their exclusive dealerships. For many observers, including the Consumers’ Association, this was a case where government intervention into the operation of markets was wholly justified.

Published in the early part of 2000, the Competition Commission’s report upheld the view that UK private motorists were on average paying around 10 per cent more for their vehicles than their counterparts in countries such as France, Germany and Italy. According to the Director General of Fair Trading, the overall cost of this differential to UK private car buyers could be as much as £1 billion a year.

The report highlighted the selective and exclusive distribution system – under which all new cars are sold through manufacturers’ franchised dealerships – as the root of the
11.5.2 UK competition policy: the evolving legislative framework

Whereas privatisation has focused on the balance between public and private provision within the overall economy, UK government competition policy has largely been concerned with regulating market behaviour and in particular with controlling potential abuses of market power by firms acting singly or in concert in specific markets. To achieve these aims, successive British governments have relied mainly on legislation, as well as on a measure of self-regulation and persuasion, and have generally taken a more liberal view of market structures than in the USA, where monopolies have been deemed illegal for over a century. This legislative framework to regulate market activity, and the institutional arrangements established to support it, are considered below.

Official attempts to control market behaviour through statutory means date back to the late 1940s with the passage of the Monopolies and Restrictive Practices Act 1948. This Act, which established the Monopolies Commission (later the Monopolies and Mergers Commission), empowered it to investigate industries in which any single firm (a unitary monopoly), or a group of firms acting together, could restrict competition by controlling at least one-third of the market. Following such an investigation, the Commission would publish a report which was either factual or advisory and it was then the responsibility of the relevant government department to decide what course of action, if any, to take to remove practices regarded as contrary to the public interest. In the event, the majority of the Commission’s recommendations tended to be ignored, though it did have some success in highlighting the extent of monopoly power in the UK in the early post-war period.

In 1956, investigations into unitary monopolies were separated from those into restrictive practices operated by a group of firms, with the enactment of the Restrictive Trade Practices Act. This Act, which outlawed the widespread custom of manufacturers...
jointly enforcing the retail prices at which their products could be sold, also required firms to register any form of restrictive agreement that they were operating (e.g. concerning prices, sales, production) with the Registrar of Restrictive Practices. It was the latter’s responsibility to bring such agreements before the Restrictive Practices Court and they were automatically deemed ‘against the public interest’ unless they could be justified in one of a number of ways (e.g. benefiting consumers, employment, exports). Further extensions to the Act in 1968 (to cover ‘information agreements’) and in 1973 (to cover services) were ultimately consolidated in the Restrictive Trade Practices Act 1976. This new Act vested the responsibility for bringing restrictive practices before the court in the recently established Director General of Fair Trading (see below).

A further extension of legislative control came with the passage of the Monopolies and Mergers Act 1965. The Act allowed the Monopolies Commission to investigate actual or proposed mergers or acquisitions which looked likely to enhance monopoly power and which involved at that time the takeover of assets in excess of £5 million. The aim of the Act was to provide a means of regulating activities which threatened to be contrary to the public interest, by permitting government to decide which mergers and acquisitions should be prohibited and which should be allowed to proceed and, if necessary, under what terms. Additional steps in this direction were taken with the passage of the Fair Trading Act 1973 and the Competition Act 1980, the main provisions of which are summarised below.

● A scale monopoly existed where at least 25 per cent of a market was controlled by a single buyer or seller; this could be applied to sales at local as well as national level and included monopolies resulting from nationalisation.
● Investigations could occur when two related companies (e.g. a parent and a subsidiary) controlled 25 per cent of a market or when separate companies operated to restrict competition even without a formal agreement (e.g. tacit collusion).
● Mergers involving gross worldwide assets over £70 million or a market share over 25 per cent could be investigated.

Responsibility for overseeing consumer affairs, and competition policy generally, was vested in the Director General of Fair Trading (DGFT), operating from the Office of Fair Trading (OFT). The DGFT had the power to make monopoly references to the renamed Monopolies and Mergers Commission (MMC) and to advise the relevant government minister on whether merger proposals should be investigated by the MMC.

In the latter context, it is worth noting that while there was no legal obligation for companies to inform OFT of their merger plans, the Companies Act 1989 introduced a formal procedure enabling them to pre-notify the DGFT of merger proposals, in the expectation that such pre-notification would enhance the prospects for rapid clearance in cases which are deemed straightforward.

While the question of market share still remains an important influence on official attitudes to proposed mergers or takeovers, there is no doubt that in recent years increasing attention has focused on anti-competitive practices and, under the Competition Act 1980, such practices by individuals or firms – as opposed to whole markets – could be referred to the MMC for investigation. In addition, the Act allowed the Commission to scrutinise the work of certain public sector agencies and to consider the efficiency and costs of the service they provided and any possible abuses of monopoly power, and similar references could also be made in the case of public utilities which had been privatised (e.g. under the Telecommunication Act 1984, the Gas Act 1986, the Water Industry Act 1991).
Additional statutory control also comes in the form of EU legislation governing activities which have cross-border implications. Article 85 of the Treaty of Rome prohibits agreements between enterprises which result in a restriction or distortion in competition within the Union (e.g. price-fixing, market-sharing). Article 86 prohibits a dominant firm, or group of firms, from using their market power to exploit consumers; while Articles 92–94 prohibit the provision of government subsidies if they distort, or threaten to distort, competition between industries or individual firms.

Moreover, under Regulation 4064/89 which came into force in September 1990, concentrations or mergers which have a ‘community dimension’ became the subject of exclusive jurisdiction by the European Commission. Broadly speaking, this means that mergers involving firms with a combined worldwide turnover of more than 5 billion ECU (now Euro) are subject to Commission control, provided that the EU turnover of each of at least two companies involved exceeds 250 million ECU and the companies concerned do not have more than two-thirds of their EU turnover within one and the same member state. Mergers which do not qualify under the regulation remain, of course, subject to national competition law.

In the most recent phases of evolution, the UK government has acted to bring UK competition policy into line with EU law. Under the Competition Act 1998, which came into force on 1 March 2000, two basic prohibitions were introduced:

1. a prohibition of anti-competitive agreements, based closely on Article 85 of the Treaty of Rome;
2. a prohibition of abuse of dominant position in a market, based on Article 86.

These prohibitions which replace a number of other pieces of legislation (e.g. the Restrictive Trade Practices Act 1976, the Resale Prices Act 1976, most of the Competition Act 1980) were designed to be enforced primarily by the DGFT, together with the utility regulators who would have concurrent powers in their own sphere of operations. Companies breaching either or both of the prohibitions would be liable to fines and may be required to pay compensation to third parties affected by their anti-competitive behaviour.

With the passage of the Enterprise Act in 2002, further significant changes have been introduced, including the addition of strong deterrents for individuals involved in breaches of competition law, the modernisation of the monopoly and merger rules, and the restructuring and extension of the powers of the competition authorities (see below). Whereas the Fair Trading Act emphasised the notion of the ‘public interest’ in examining anti-competitive practices, the new legislation applies the test of a ‘substantial lessening of competition’ when the competition authorities are called upon to assess an existing or planned merger. To be deemed a ‘relevant merger situation’, one of two thresholds has to be met: the value of UK turnover of the enterprise acquired/to be acquired exceeds £70 million (the turnover test); or the share of goods/services in the UK or a large part of the UK that is/will be held by the merged enterprise is at least 25 per cent (the share of supply test).

In a further development, the European Commission has recently (May 2004) adopted a regulation which gives the national competition authorities and courts additional responsibility for the application of Articles 81 and 82 (the two basic ‘prohibitions’) referred to above. In essence, the Office of Fair Trading and the sectoral regulators now have the power to enforce the EC competition rules and, as a consequence, the Competition Act 1998 has been amended to bring it in line with the new European system.
The institutional framework

The formulation and implementation of UK competition policy has traditionally involved a variety of agencies including the Department of Trade and Industry, the Office of Fair Trading, the Monopolies and Mergers Commission and the Mergers Panel. Of these, the MMC (now the Competition Commission) and OFT deserve special attention.

From its foundation in 1948 until its replacement in 1999, the Monopolies and Mergers Commission remained a statutory body, independent of government both in the conduct of its inquiries and in its conclusions which were published in report form. Funded by the DTI, the Commission had a full-time chairperson and around 35 other part-time members, three of whom were deputy chairpeople and all of whom were appointed by the Secretary of State for Trade and Industry. Such appointments normally lasted for three years at the outset and included individuals drawn from business, the professions, the trade unions and the universities. To support the work of the appointed members, the Commission had a staff of about 80 officials, two-thirds of whom it employed directly, with the remainder being on loan from government departments (especially the DTI) and increasingly from the private sector.

It is important to note that the Commission had no legal power to initiate its own investigations; instead, references – requests for it to carry out particular inquiries – came from either the Secretary of State for Trade and Industry, the Director General of

Mini case

The law and competition

In market-based economies, governments are keen to promote competition and, where necessary, to prevent apparent abuses of market power. Legislation to regulate the operation of firms and markets is a common feature of capitalist economies and can be invoked when a situation appears to be against the interest of consumers and/or competitors.

In a highly-publicised case in April 2000, a US district court judge ruled that Microsoft had abused its hold on personal computer operating systems in violation of US anti-trust laws. In essence, the judge argued that Microsoft’s bundling of its internet browser with Windows – which is used on more than 90 per cent of the world’s PCs – was a violation of legislation which had been designed to curb monopolistic power. Prior to the judgement, Microsoft had faced investigations into its position in the software market and a number of law suits claiming that it was in breach of anti-trust laws. In accepting the arguments put forward by the federal and a number of state governments, District Judge Thomas Jackson ultimately ruled against Microsoft, following attempts to reach a settlement through an independent mediator.

Since this judgement occurred, Microsoft has been involved in a series of expensive lawsuits and wrangles regarding its monopoly position, most recently with the European Union. Following more than five years of investigation, the European Commission announced (in March 2004) its intention of fining the company around €500 million for monopoly abuses and requiring it to change its behaviour in order to open up the server and media player markets. Given the likelihood of a long-winded appeal against the decision and the company’s huge assets, it is questionable whether this sanction will have much impact either now or in the foreseeable future.
Fair Trading, or from the appropriate regulator in the case of privatised industries and the broadcasting media. Where a possible merger reference was concerned, the initial evaluation of a proposal was made by a panel of civil servants (the Mergers Panel) who considered whether the merger should be referred to the MMC for further consideration. The decision then rested with the Secretary of State, who took advice from the Director General of Fair Trading before deciding whether the proposal should be investigated or should be allowed to proceed.

Under the legislation, references to the Commission could be made on a number of grounds. As indicated above, these included not only monopoly and merger references but also references concerned with the performance of public sector bodies and privatised industries and with anti-competitive practices by individual firms (i.e. competition references). In addition, the Commission was empowered to consider general references (involving practices in industry), restrictive labour practices and references under the Broadcasting Act 1990, as well as questions of proposed newspaper mergers, where special provisions apply.

On receipt of a reference, the Commission’s chairman appointed a small group of members to carry out the relevant inquiry and to report on whether the company (or companies) concerned was operating – or could be expected to operate – against the public interest. Supported by a team of officials, and in some cases including members appointed to specialist panels (e.g. newspaper, telecommunications, water and electricity), the investigating group gathered a wide range of written and oral evidence from both the party or parties concerned and from others likely to have an interest in the outcome of the inquiry. In reaching its conclusions, which tended to take several months, the group had to take into account the ‘public interest’, as defined under Section 84 of the Fair Trading Act 1973 which stressed the importance of competition, the protection of consumer interests and the need to consider issues related to employment, trade and the overall industrial structure. While in most references issues relating to competition were the primary concern, the Commission was able to take wider public interest issues into account and could rule in favour of a proposal on these grounds, even if the measure appeared anti-competitive.

The culmination of the Commission’s enquiry was its report which, in most cases, was submitted to the Secretary of State for consideration and was normally laid before Parliament, where it often formed the basis of a debate or parliamentary questions. In the case of monopoly references judged to be against the public interest, the Secretary of State – with the advice of the DGFT – decided on an appropriate course of action which could involve an order to prevent or remedy the particular adverse effects identified by the Commission. In the case of merger references, a similar procedure occurred in the event of an adverse judgement by the Commission. The Secretary of State, however, was not bound to accept the Commission’s recommendations; nor was he or she able to overrule the conclusion that a merger does not operate, or may be expected not to operate, against the public interest.

It is important to note that at all stages of this multistage process a considerable degree of lobbying occurred by the various interested parties, either in an attempt to influence the outcome of the investigations or the subsequent course of action decided upon. Moreover, considerable pressure tended to occur, even before a decision was taken as to whether or not to make a reference to the MMC. As a number of recent cases have shown, lobbying against a reference can represent a key step in justifying a proposed
merger. By the same token, lobbying for a reference has tended to become an important weapon used by companies wishing to resist an unwelcome takeover, particularly where matters of public interest appear paramount.

With the passage of the Competition Act 1998, the MMC has been replaced (on 1 April 1999) by the Competition Commission, an independent public body. The chairperson (full-time) and members (part-time) of the Commission are appointed and – as in the case of the MMC – are drawn from a variety of backgrounds and serve for a period of eight years. Organised into a series of panels, the Commission is supported by a staff of about 150 who include administrators, specialists and individuals engaged in support services. Most of these are direct employees; the remainder are seconded from government departments.

The role of the Commission is to examine mergers and market situations referred to it by another authority, usually the Office of Fair Trading. It has no powers to conduct inquiries on its own initiative. Under the Enterprise Act 2002, the Commission has been given responsibility for making decisions on competition questions and for making and implementing decisions on appropriate remedies. It also investigates references on the regulated sectors of the economy, including the privatised public utilities, the broadcasting and media businesses and the financial services sector.

Turning very briefly to the Office of Fair Trading, this was initially a non-ministerial government department that was headed until recently by a Director General, appointed by the Secretary of State for Trade and Industry. Under the Fair Trading Act 1973, the DGFT was given the responsibility of overseeing consumer affairs as well as competition policy and this included administering various pieces of consumer legislation, such as the Consumer Credit Act 1974 and the Estate Agents Act 1979. In carrying out his/her responsibilities in both these areas, the Director General was supported by a team of administrative, legal, economic and accountancy staff and had a Mergers Secretariat to coordinate the Office’s work in this field.

With regard to competition policy, the OFT’s duties were originally governed primarily by the Fair Trading Act 1973 and the Competition Act 1980; in addition, under the Restrictive Trade Practices Act 1976, the Director General had responsibility for bringing cases of restrictive practices before the Restrictive Practices Court. With the passage of the Competition Act 1998, the new prohibition regime has been applied and enforced by the DGFT, and the OFT was given additional resources to root out cartels and restrictive behaviour. The legislation gave the Director General considerable powers to investigate if he/she had a reasonable suspicion that either of the prohibitions were being infringed. Under certain circumstances, the DGFT could also grant exemptions from the scope of the two prohibitions and could be called upon to defend her/his decisions before the Competition Commission.

Following the Enterprise Act 2002, the OFT has become a corporate body headed by a board which has replaced the role of the DGFT. Under the legislation, the OFT has been given a leading role in promoting competition and consumer interests and is now the main source of reference for mergers referred to the Competition Commission. According to the OFT website (www.oft.gov.uk), the organisation has three main operational areas of responsibility: competition enforcement, consumer regulation enforcement, and markets and policies initiatives. Its Annual Plan – required under the 2002 Act – is a useful source of reference on the work of the OFT and on its key objectives and priorities.
11.6 Spatial policies

11.6.1 The spatial dimension of business activity

Firms have a spatial and temporal as well as a legal existence. Over time their success or failure as economic units can have implications not only for different stakeholder groups (e.g. employees, suppliers, investors) but also for the geographical area in which a particular enterprise (and possibly that of its suppliers) is located. As economic history readily demonstrates, factors as varied as changing demands, new technology, demography and cultural change can affect the fortunes of a country’s business organisation and can ultimately help to alter its industrial structure, with some firms and industries and sectors growing and developing, while others are facing decline and possibly extinction.

The spatial consequences of structural change are easy to imagine: within an economy, over time, one would expect to see patterns of unequal development, with some areas prospering in economic, social and environmental terms (e.g. jobs, income, infrastructural development), while others are experiencing less favourable conditions. This being the case, it is reasonable to ask whether a government should intervene to correct any spatial imbalance that might occur within the economy and if so how this intervention might occur.

11.6.2 Is government intervention necessary?

As previous sections have illustrated, economists tend to be divided over the question of state intervention in the workings of the market economy. Free marketers generally argue that in a dynamic economy problems such as spatial disparities in income, output and employment are usually short term and will eventually be corrected by market forces, as firms and individuals acting rationally seek to improve their positions within the economy (see Figure 11.2). For the firm, for example, an area with high unemployment and lower wage costs (area A) will be commercially attractive and this will cause businesses to migrate to such locations in search of cheaper labour. At the same time individuals will tend to be keen to improve their job and wage prospects by moving to a more prosperous area (area B) which results in an outward migration of labour. On the assumption that both labour and capital are perfectly mobile, spatial disparities should logically start to disappear as the prosperous area (area B) experiences rising unemployment and falling wages, while the less prosperous area (area A) finds both employment and wage levels rising. Given time and perfect mobility, the free market view is that the economies of different localities will tend to converge, making government intervention unnecessary.

Figure 11.2 The migration of firms and employees
The counter view calls into question free market assumptions of rationality and factor mobility, based on observations of behaviour in the real world. Whatever their current job prospects, some individuals may be unwilling or unable to move to another locality because of social ties, or the cost of moving, or inappropriate skills or a lack of knowledge of job opportunities. Firms similarly may be reluctant to relocate because of the costs involved or the preferences of the owner(s), or some other imperfection in the marketplace. This being the case, pro-interventionists question the degree to which convergence will occur as a result of labour and capital migration and generally support government action to enhance the workings of the market mechanisms. Some economists go even further, arguing that government intervention may be necessary to prevent a growing divergence between localities that stems essentially from market forces. Under this view, the more prosperous areas are likely to act as a magnet for successful firms and the best elements of the labour force, leaving the disadvantaged localities with fewer jobs, less income, less output, fewer resources and a decaying infrastructure, thereby perpetuating a downward spiral of decline. To the proponents of this view, nothing short of purposive government action to counteract the market is likely to arrest this cumulative divergence between localities.

11.6.3 The when and how of intervention

If one accepts the case for government intervention, then three main questions arise:

1. In what situation is government intervention necessary?
2. At what level does and should this intervention take place?
3. What form(s) should it take?

These three questions are considered in this and the subsequent sections of this chapter.

With regard to question 1, it is probably fair to say that there is a general consensus on when a situation of spatial imbalance becomes a ‘problem’ requiring a governmental response. In essence areas which are significantly and persistently under-performing on a range of socio-economic indicators (especially unemployment, income and growth), compared to the national average, tend to be designated ‘problem areas’ recommending themselves for governmental action. As most of the data on which decisions are made are routinely collected by government agencies, regular comparisons can be made in performance between different locations and, where necessary, adjustments made in government policy and/or implementation over time.

The question of the appropriate level of governmental intervention is arguably more contentious, but in effect the choices boil down to three main possibilities: supranational, national and sub-national (e.g. regional and/or local). What happens in any particular country tends to be dictated largely by history, politics and constitutional arrangements and these can change over time. In the UK, for instance, the absence (until recently) of a regional system of government has meant that the focus of governmental action has traditionally been at national and local level, with national government responsible for regional aspects of policy and for delegating authority to local government to promote local economic development. With the UK’s membership of the European Union, policy and action after 1972 also became subject to supranational influence and support under a system currently undergoing reform. It remains to be seen how far structural reform of funding within the EU and the move towards greater regional devolution of power within the UK will affect the locus of decision making in the future.
As far as methods of intervention are concerned, a variety of possibilities exist, ranging from grant aid to businesses to stimulate investment and growth to schemes to promote enterprise through the deregulation of business or the creation of a favourable fiscal climate. In the UK, such schemes have largely formed the core of what have become known as regional policy and urban policy: in effect, the spatial targeting of aid to sub-national areas which are designated as requiring government assistance. It is to these two forms of government intervention that we now turn.

11.6.4 UK regional policy

A region is a geographical area that possesses certain characteristics (e.g. political, economic, physical) which give it a measure of unity that allows boundaries to be drawn round it, thus differentiating it from surrounding areas. In the UK, the standard planning regions have traditionally been the North, North-West, Yorkshire/Humberside, East Midlands, West Midlands, South-West, East Anglia, South-East, Wales, Scotland and Northern Ireland. Each of these is further divided into sub-regions based on administrative counties and on designated metropolitan areas. These planning regions and sub-regions form the units of classification for a wide range of official government statistics.

The idea of providing government assistance to particular areas of the country experiencing substantial economic and/or social problems can be traced back to the 1930s when the incumbent government first began to provide help to a number of depressed areas in the form of low-interest loans, subsidised rents and the establishment of government trading estates. Over the next 50 years, the system gradually evolved into one in which central government delineated a number of types of assisted area which became eligible for regional assistance. In mainland UK up to 2000, the majority were in the north and the west and largely corresponded with the older industrial conurbations (e.g. Manchester, Liverpool, Glasgow, South Wales). Under new rules published by the European Commission in early 1999, all member states were required to revise their assisted areas maps by 1 January 2000 in preparation for the enlargement of the European Union. Under the current scheme, regional aid is available in those areas covered by EU law (e.g. Amsterdam Treaty Articles 87[3]a and 87[3]c). These areas – designated Tiers 1 and 2 – remain in force until 2006, subject to some changes. Figure 11.3 shows these areas in Great Britain. The UK government has also designated a new Tier 3 where the emphasis is on aid to small and medium enterprises (SMEs).

Regional Selective Assistance (RSA)

Within the assisted areas, grant aid has primarily taken two main forms in recent years. Regional Selective Assistance is a discretionary form of assistance available to businesses of all sizes which reside in or are planning to set up in development and intermediate areas. Designed to help with investment projects in manufacturing and some service sectors that might not otherwise go ahead, RSA has represented the main form of regional aid available to firms to find plant and machinery and associated project costs (e.g. professional fees, site preparation). To be eligible for assistance, businesses have had to demonstrate that a proposed project is viable, creates or safeguards employment, makes a contribution to both the regional and the national economy and needs assistance to proceed in its present form. The expectation has been that firms will find most of the
finance from their own or other private sector sources and hence grants have been negotiated as the minimum necessary to ensure a project proceeds.

Regional Enterprise Grants
This has been a scheme specially designed to help small firms to get started, modernise, expand or diversify. Under this scheme, two types of discretionary assistance were originally available for viable projects:

- **Regional Investment Grants** for manufacturing and some service sectors under which the government paid 15 per cent of the costs of fixed assets (to a maximum of £15,000 in 1996) for firms in development areas with no more than 25 employees which could demonstrate a need for assistance. Grants were also available in localities
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affected by colliery closure and businesses could gain assistance under a number of European programmes (e.g. the European Union Programme for Shipbuilding – called RENAVAL).

- **Regional Innovation Grants** under which the government paid 50 per cent of the costs of development and introduction of new or improved processes (to a maximum of £25,000 in 1996). To be eligible a firm had to have no more than 50 employees and the project had to take place in development, intermediate, Task Force, City Challenge or European Commission Objective 2 areas or in certain Scottish inner urban areas eligible for assistance.

In April 2004, Regional Selective Assistance and Regional Enterprise Grants in England were replaced by Selective Finance for Investment in England (SFI). SFI is discretionary and normally takes the form of a grant (or occasionally a loan), with a minimum threshold of £10,000. The aim of the scheme is to support new investment projects that lead to long-term improvements in productivity, skills and employment in the assisted areas. Support under the scheme – which is administered by the Regional Development Agencies – is available to businesses of all sizes located, or planning to locate, in an assisted area and is decided against certain criteria (e.g. employment benefits). Assistance is also available to SMEs investing in Tier 3 areas.

Firms in assisted areas and urban programme areas (see below) have also been able to approach the DTI for help with the arrangement and costs of consultancy projects in fields such as design, marketing, quality, business planning, manufacturing and services systems, and the government has sometimes contributed up to two-thirds of the costs as long as a firm has fewer than 500 employees.

More recently, further support has become available through agencies such as English Partnerships, the RDAs and the Learning and Skills Council as well as through the Regional Venture Capital Funds and the long-standing Small Firms Loan Guarantee Scheme (see below). In addition to any funding provided by the national government, businesses in the member states of the European Union can also benefit from grant aid agreed under European programmes which have been designed to tackle national and regional disparities with the EU. The majority of this grant aid is provided from **European Structural Funds** which are used to assist those areas that compare unfavourably with the EU’s average levels of prosperity. Table 11.2 identifies the four main structural instruments and their primary focus. Additional aid is also available under the EU Cohesion Fund.

Under new regulations which came into effect in January 2000, the EU has identified three priorities (‘objectives’) for grant aid. These are:

- **Objective 1** – promoting the development and structural adjustment of regions whose development is lagging behind.
- **Objective 2** – supporting the economic and social conversion of industrial, rural, urban and fisheries areas facing structural difficulties.
- **Objective 3** – supporting the adaptation and modernisation of policies, systems of education, training and employment.
## Table 11.2 European structural funds

<table>
<thead>
<tr>
<th>Fund</th>
<th>Main focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>European Regional Development Fund</td>
<td>Redevelopment and structural adjustment of less-developed and declining industrial regions. Funds support investments in sites and facilities for business, infrastructure, local economic development, environmental protection, tourism, cultural projects, etc.</td>
</tr>
<tr>
<td>European Social Fund</td>
<td>Funding for organisations running vocational training schemes and job creation. Aimed primarily at improving employment opportunities and reducing social exclusion.</td>
</tr>
<tr>
<td>European Agricultural Guidance and Guarantee Fund</td>
<td>Funding initially designed to guarantee farm incomes within the EU and to guide farm production. More recently focused on encouraging restructuring and diversification and environmental protection.</td>
</tr>
<tr>
<td>Financial Instrument for Fisheries Guidance</td>
<td>Aims to contribute to achieving a sustainable balance between fisheries resources and their exploration. Funds support projects which encourage modernisation and diversification.</td>
</tr>
</tbody>
</table>

Alongside these three key objectives, the EU has also designated a number of ‘community initiatives’ which focus on finding common solutions to specific problems (e.g. cross-border cooperation, rural development).

With the enlargement of the EU in May 2004, the issue of further reform of EU regional policy has become increasingly important and a variety of schemes is currently being floated. At the time of writing (May 2004), the UK government’s preference is for a devolved policy framework under which regional funding for the more prosperous member states would become a matter for national governments, while EU Structural Funds would be focused on the new, less prosperous member countries. Past experience suggests that this proposal is likely to meet significant opposition, particularly from countries (and regions) who fear they will lose out under any reform of the current system along these lines.

### 11.6.5 UK urban policy

Urban policy focuses on those inner-city and urban areas which have experienced progressive decay and decline, largely as a result of long-term shifts in employment and population. This ‘problem’, with its disproportionate effects on the low-paid, unskilled and ethnic members of the population, first came to prominence in the 1960s and gave rise to an urban programme aimed predominantly at funding capital projects and education schemes in deprived inner-city locations. Working in partnership with the local authorities, the government’s aim under the programme was to channel central government funds into projects designed to regenerate economic activity (e.g. by land clearance) and meet social needs (e.g. by providing community facilities for deprived groups) in designated urban areas. This role was further enhanced by the Inner Urban Areas Act 1978 which conferred wide powers on certain local authorities to assist industry wherever a
need was felt to exist and where government help was seen to be appropriate. Central to the government’s strategy was its attempt to regenerate inner-city areas through capital investment and through environmental improvement, some of which was to be funded from the private sector. To encourage private sector investment, local authorities in the designated areas were allowed to declare industrial and commercial improvement areas and to give financial assistance to companies which located in such areas.

With the election of the Conservative government in 1979, a number of new initiatives were introduced which indicated a move towards an even more spatially selective policy for urban areas. These initiatives – which included Enterprise Zones, Urban Development Corporations, free ports and City Action Teams (see Table 11.3) – frequently bypassed local authorities or reduced their powers over the allocation of resources and/or land use, and were seen by many commentators as a vote of no confidence in local government’s ability to stimulate urban regeneration. At the heart of the new approach lay an attempt by central government to turn inner-city areas into investment opportunities for the private sector by clearing dereliction and improving infrastructure. The basic idea, as the Financial Times (30 October 1990) pointed out, was to reduce downside risk to a level where private investors would see enough potential to develop in cities rather than take softer profits elsewhere.

Table 11.3  Some major urban policy initiatives

<table>
<thead>
<tr>
<th>Initiative</th>
<th>Primary aim(s)</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Urban Development</td>
<td>To oversee inner-city development within designated areas. Specifically to (1)</td>
<td>London Docklands Development Corporation</td>
</tr>
<tr>
<td>Corporations (UDCs)</td>
<td>bring land and buildings into effective use; (2) encourage industrial and</td>
<td>Trafford Park Development Corporation</td>
</tr>
<tr>
<td></td>
<td>commercial development; (3) encourage people to live and work in the area.</td>
<td>Cardiff Bay Development Corporation</td>
</tr>
<tr>
<td>Enterprise Zones (EZs)</td>
<td>To encourage industrial and commercial activity in designated local areas</td>
<td>Isle of Dogs</td>
</tr>
<tr>
<td></td>
<td>by removing certain tax burdens and other impediments to enterprise.</td>
<td>Wakefield</td>
</tr>
<tr>
<td>City Action Teams (CATs)</td>
<td>To coordinate a range of agencies within inner cities in order to provide</td>
<td>Liverpool</td>
</tr>
<tr>
<td></td>
<td>information, advice and assistance to businesses.</td>
<td>Manchester</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Birmingham</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cleveland</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Newcastle</td>
</tr>
<tr>
<td>City Challenge</td>
<td>Public/private/partnerships designed to help regenerate inner urban areas</td>
<td>Bradford</td>
</tr>
<tr>
<td></td>
<td>through the design and implementation of local development projects.</td>
<td>Lewisham</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Manchester</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nottingham</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wolverhampton</td>
</tr>
</tbody>
</table>

In March 1988, the government launched its ‘Action for Cities’ initiative which covered a range of programmes administered by different government departments that were designed to promote industrial and commercial investment and hence create employment in the inner-city area. Programmes under this initiative were coordinated by a special unit located at the Department of the Environment and local coordination occurred through City Action Teams. After 1994, in an attempt to achieve greater coordination in policy and
to introduce competition for resources, the government began to amalgamate a wide range of inner-city programmes under the Single Regeneration Budget (SRB), with the funds being administered by the newly integrated regional government offices which brought together the existing regional offices of a number of major government departments (e.g. Environment, Trade and Industry, Transport, Employment). It also established a new development agency (English Partnerships), which now draws its public funding from the SRB. From April 1999, English Partnerships’ regional functions and the SRB Challenge Fund have become the responsibility of the newly established Regional Development Agencies. The latter are expected to take the lead in delivering more effective and integrated regeneration programmes, thereby promoting sustainable economic, social and physical regeneration with the regions.

With the change of government in 1997, urban policy in the UK has taken on a more targeted and focused approach, with funding increasingly being directed towards a range of economic, social and environmental initiatives. Key developments have included:

- **the New Deal for Communities programme** – designed to combat social exclusion through focused and intensive neighbourhood renewal projects in the most deprived neighbourhoods;
- **SRB Challenge Rounds 5 and 6** – which included a more regional focus and an increased emphasis on partnership capacity building. The majority of new resources were concentrated in the most deprived areas;
- **housing estate regeneration** – through Housing Action Trusts and Estate Action;
- **coalfields initiatives** – especially the Coalfields Regeneration Trust and the Enterprise Fund.

In addition, the government has introduced a range of area-based and non-area-based initiatives to tackle a variety of problems (e.g. crime, health, drugs education, employment) and established an Urban Task Force to identify ways of encouraging the regeneration of urban areas. In its report published in mid-1999 and entitled *Towards an Urban Renaissance*, the Task Force suggested a number of approaches including tax-breaks for inner-city areas, an urban fund to tackle eyesores and a system of cleaning up contaminated land. It also proposed the setting up of Urban Regeneration Companies (URCs) to lead and coordinate redevelopment and new investment in declining areas. The hope is that around 12 URCs will have been set up by 2004 in addition to the three pilot schemes in Manchester, Liverpool and Sheffield. To encourage business involvement, the Budget in 2003 contained provisions for treating business contributors to the running costs of URCs as deductible expenses when calculating business profits.

### 11.7 UK small firms policy

#### 11.7.1 The importance of the small firm sector

While economists may disagree over what precisely constitutes a small firm, few, if any, observers of the business world would deny the importance of a healthy small firm sector to the well-being of a capitalist economy. In the late 1990s, for example, it was estimated that small businesses with fewer than 50 employees accounted for 99 per cent of all UK businesses, almost 50 per cent of non-government employment and 42 per cent of turnover (excluding the financial sector). These, and other small firms, have
made and continue to make important contributions to output and growth in the economy, exports, investment, and research and development as well as enhancing consumer choice. By any measure, the small business is clearly a vital component of a competitive and dynamic market-based economy.\(^8\)

### Key concept: Small firms

As indicated in the text, small firms have become a focus for governmental policy at both national and intergovernmental level (e.g. in the EU). But what exactly is a ‘small firm’? In the UK, one of the first answers to this question was provided by the Bolton Report (1971) which identified three main characteristics of small firms. They were enterprises which:

- were independently owned;
- were managed in a personalised way;
- possessed a limited share of the total market.

The report went on to specify in more detail different criteria by which to classify firms in different sectors. In manufacturing, for example, ‘small’ was used for firms with no more than 200 employees, while in retailing, the recommendation was that a turnover of £50,000 or less would characterise a small firm.

Theoretical definitions such as these are, of course, relatively unhelpful when a government or other body is seeking to support the small firm sector through the use of targeted grant aid or when fiscal rules provide exemptions for firms in particular size categories. To get round this problem, increasing use has been made of ‘operational definitions’ i.e. those used for working purposes. Such definitions are provided by a range of bodies and agencies operating at intergovernmental (e.g. European Commission), governmental (e.g. Department of Trade and Industry, UK) and non-governmental (e.g. British Bankers’ Association; Federation of Small Businesses, UK) levels. In the European Union, for instance, the definition of small and medium-sized enterprises (SMEs) first adopted in 1996 has recently been updated. As from 1 January 2005, an SME for grant-aid purposes must have no more than 25 per cent of its capital owned by a larger enterprise and must meet the following criteria with regard to numbers of employees, turnover or balance sheet totals (see Table 11.4).

#### Table 11.4 Criteria for SMEs

<table>
<thead>
<tr>
<th>Size category</th>
<th>Number of employees</th>
<th>Maximum annual turnover (euros)</th>
<th>Or maximum balance sheet totals (euros)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Micro firm</td>
<td>0–9</td>
<td>2 million</td>
<td>2 million</td>
</tr>
<tr>
<td>Small firm</td>
<td>10–49</td>
<td>10 million</td>
<td>10 million</td>
</tr>
<tr>
<td>Medium-sized firm</td>
<td>50–249</td>
<td>50 million</td>
<td>43 million</td>
</tr>
</tbody>
</table>

Using these definitions, it is estimated that 99 per cent of all enterprises in the EU (prior to enlargement) were SMEs and that they provided around 65 million jobs.
UK government attempts to support and nurture the small firm sector have grown in importance in the last two decades or so and reflect the shift in emphasis to the supply side of the economy which occurred from the late 1970s onwards. Under the leadership of Margaret Thatcher, the Conservative government after 1979 actively promoted the idea of a culture of ‘enterprise’ and sought to encourage small business creation and expansion as a means of reducing the growing level of unemployment in the UK economy. Some 20 years later, under more favourable economic conditions, the Labour government’s 1998 White Paper, *Our Competitive Future: Building the Knowledge Driven Economy*, stated that its aim was to ‘create a broadly-based entrepreneurial culture, in which more people of all ages and backgrounds start their own business’. As the White Paper indicated, developing such a culture in which entrepreneurship, innovation and creativity could flourish required, at least in part, purposive action by government at both the macro and micro level.

At the risk of over-simplification, it seems fair to suggest that the focus of recent UK government policy for small firms has been on tackling those problems which appear to impact on small business creation, development, growth and survival. These have included questions of over-regulation, access to finance, lack of knowledge and/or skills, a changing business environment, market development and bad debts. Examples of government initiatives designed to help small businesses to overcome these problems are outlined below.

### 11.7.2 Improving the regulatory framework/business environment

Deregulating and simplifying the environment in which small businesses exist and operate remains a key stated objective of recent UK governments. To this end, various developments have occurred since 1990. These include the following.

- **A deregulation initiative** was launched in 1993 in an effort to reduce the number of unnecessary rules and to simplify and improve those which had to remain. A Deregulation Unit staffed by civil servants was set up to coordinate the attack on bureaucracy to ensure that business views were fed into the decision-making process.
- **A Better Regulation Task Force** was launched in September 1997 to give smaller businesses a greater voice in shaping regulations which are single, helpful and fair.
- **Direct Access Government** was established in 1997 as a ‘one-stop shop’ on the internet to provide firms (including small and medium-sized enterprises (SMEs)) with access to regulatory guidance and forms.
- **Small Business Service** was set up in 1999 to give SMEs a more powerful voice at the heart of government. It has become a focal point within government for communication with SMEs on regulation requirements and assists new employers with their regulation obligations.
- The administration of tax and national insurance contributions was brought together in April 1999.
- Fiscal changes to encourage the SME sector were announced in the 1998 and 1999 Budgets (e.g. a cut in the small companies’ rate of corporation tax to 20 per cent; reduced starting rates of corporation tax for the smallest firms; tax credits for SMEs against investment in research and development).
New mechanisms for reducing the flow and improving the quality of regulation, announced in the 2004 Budget.

The planned integration of HM Customs and Excise and the Inland Revenue.

11.7.3 Finance and the financial environment

Creating a more favourable environment and improving access to finance have been persistent themes in small firms policy over the years and a number of schemes have been introduced to help small businesses in these areas.

- The Loan Guarantee Scheme (LGS) was first introduced in 1981 to cover situations where potential borrowers were unable to provide sufficient collateral or where the banks deemed the risk of lending unacceptable. The scheme provides a government guarantee for loans by approved lenders up to certain limits. A review of the scheme is currently underway.

- The Enterprise Investment Scheme (EIS) began in 1994 as a replacement for the Business Expansion Scheme. It is designed to help small, unquoted companies to raise equity finance from business angels (outside investors with a background in business) by offering the latter tax relief on their investment. The 1998 Budget announced a new unified EIS and capital gains tax reinvestment relief to increase the supply of equity capital for smaller, high-risk trading companies.

- The Venture Capital Trust (VCT) was introduced in 1995 with the aim of encouraging individuals to invest in smaller, unlisted trading companies. Individuals who invest in VCT gain certain tax advantages.

- The Enterprise Fund (EF) was announced in the Competitiveness White Paper (1998) and is designed to help the financing of small businesses with growth potential. It builds on support already available under the Loan Guarantee Scheme.

- The National Business Angels Network (NBAN) was launched in 1999 to connect ‘business angels’ with companies seeking equity capital. A similar scheme in Wales, entitled ‘Xenos’, is part of the Business Connect initiative.

- The Small Firms Merit Award for Research and Technology (SMART) is a national government award scheme which began in 1986 to support innovative projects at the technical feasibility stage. From April 1997, SMART was merged with SPUR (Support for Products Under Research), SPUR plus (for very large development projects) and the innovation element of Regional Enterprise Grants. During 1999, further elements were added to the scheme to help SMEs develop and acquire the technologies needed to bring innovative products and processes to the market.

- The Scottish Technology Fund was launched in 1997 as a partnership between Scottish Enterprise and 3i to provide pre-start finance for science and high-technology businesses across the region.

- The University Challenge Fund was a partnership arrangement set up in 1998 to make awards available to UK universities on a competitive basis to set up their own seed venture capital funds to finance the commercialisation of good research ideas.

- The Late Payment of Commercial Debts (Interest) Act 1998 gives certain small businesses a statutory right to claim interest from large businesses and the public sector on late payment of commercial debts. All businesses will eventually be brought under the terms of the Act.
11.7.4 Help and advice to small businesses

Lack of information, help and advice is recognised as a major barrier to small firm development, particularly in the field of exporting. Recent initiatives in this sphere include the following.

- The Business Link network – set up from 1993 to act as a ‘one-stop shop’ for information and advice to SMEs. It brings together the services of the major business development services in a single accessible location. A new Business Link website has recently been launched to provide an online service for business advice and support.
- The Enterprise Zone (EZ) – launched in 1997 as a definitive internet site for business information. It provides help on a whole range of business issues such as regulation, finance, exporting, innovation, technology and managing a business.
- The Information Society Initiative (ISI) – set up in 1996 as a partnership between industry and government to encourage both the development and informed usage of information and communication technologies in the UK. A key element of the ISI is the system of Local Support Centres normally based in Business Links (or in Local Enterprise Companies in Scotland).
- ISI/Interforum E-Commerce Award – launched in 1999 as part of the government’s e-commerce strategy. It is essentially an award scheme to recognise and reward best practice in the use of electronic trading among smaller firms (employing fewer than 250 people).
- The Software Business Network (SBN) – established in 1998 as an internet-based self-help network to provide information on finance, marketing and management for young software companies.
- Export Explorer – a programme to introduce new and inexperienced exporters to Western European markets.
- The Sales Lead Service – an internet-based service to link UK exporters to potential overseas buyers.

11.7.5 Promoting innovation, research and development and training

Promoting innovation, R&D activity and labour flexibility remain central to UK government SME policy and has given rise to a variety of initiatives, some of which have already been referred to in previous sections (e.g. SMART awards, tax credits, measures to encourage ‘business angels’). Others include:

- The National Endowment for Science Technology and the Arts (NESTA) – aimed at talented individuals who need support to see their ideas and skills transferred into successful commercial enterprises;
- patents costs – measures to reduce the costs of filing patent applications;
- Centres of Excellence for IT – to help boost local skills training and reduce skills shortages;
- Individual Learning Accounts – part of the government’s strategy for ‘life-long learning’;
- The Foresight Programme – launched in 1994 as a means of bringing together government, industry and the science base to explore emerging opportunities in technologies and markets. Since 1997, the emphasis has been on doing more to help SMEs (e.g. by establishing SMART Foresight Awards);
The UK Business Incubation Centre – launched in 1998 and based at Aston Science Park. Its aim is to help gain maximum benefit from business incubation activity in the UK by promoting best incubation practices, encouraging uptake of business incubation and aiding better networking between incubations.

11.7.6 Fostering enterprise and an enterprise culture

This has been a persistent theme in government policy since 1979 and has most recently found expression in the idea of ‘life-long learning’. The concept of Individual Learning Accounts (see above) is one part of the approach to developing education and skills throughout a person’s lifetime. Other key developments are:

- the University for Industry (UfI) – launched in 2000 and designed to stimulate learning among individuals and businesses and to improve availability and access to high-quality learning programmes. The scheme involves extensive use of new technology and a network of learning centres to promote basic skills;
- National Vocational Qualifications (NVQs) and General National Vocational Qualifications (GNVQs) – designed to make learning at schools and colleges more relevant to the world of work;
- the Teaching Company Scheme (TCS) – seen as the government’s premier technology transfer mechanism for linking businesses and UK higher education establishments. Provides firms (especially SMEs) with access to high-quality graduates on a project basis;
- the College–Business Partnerships (CBP) initiative – similar to TCS but promoting technology transfer between smaller firms and further education institutions;
- the Enterprise Promotion Fund – announced in the 2003 Budget and designed to raise awareness of enterprise and develop entrepreneurial skills;
- the Enterprise Insight Campaign – to create a step change in the enterprise culture by running a national campaign to promote entrepreneurial behaviour by young people;
- the New Enterprise Scholarships (NES) Programme – a scheme to help people living in disadvantaged areas to start in business by providing a package of help and support for new business start-up and growth.

11.7.7 A final comment

It is worth noting that many of the above initiatives could be allocated to more than one area of interest and some of them are not specifically restricted to just small and medium-sized enterprises. That said, it is clear from government policy statements that over recent years SME policy has become an increasingly vital component in governmental attempts to create a competitive economy capable of achieving sustainable economic growth. While SME-related policies and initiatives in recent years have largely been part of general economic policy, the evidence suggests a move to a more multi-agency approach (e.g. including different government departments and regional agencies) and one which is becoming substantially focused on the small firm sector. The latter development is exemplified by the government’s announcement (in February 1999) that it supported a ‘think small first’ approach to company law reform and more recently by the publication of ‘A government action plan for small business’. This action
plan sets out the government’s objectives and proposals for making the UK the number one location for starting and growing a business. The plan is currently available on the Small Business Service website (www.sbs.gov.uk).

11.8 The ‘negotiated environment’

In democratic states, government policy and legislation which affect businesses usually emanate from a political process in which the business community and government interact. Whether it be general macroeconomic policy as outlined below or policies and laws targeted at specific sectors (e.g. SME policy), democratically elected governments regularly consult, negotiate, bargain and (sometimes) compromise with businesses and their representative organisations prior to making a final decision. At Budget time, for instance, UK Chancellors of the Exchequer and their senior civil servants at the Treasury are invariably lobbied by a range of interests, including the ‘drinks lobby’, the tobacco industry, the oil industry, the Federation of Small Businesses, the Institute of Directors, the Confederation of British Industry (CBI) and the Association of British Chambers of Commerce. There is, in short, a negotiated environment in which individuals and groups bargain with one another and with government over the form of regulation of the environment that a government may be seeking to impose.9

At an individual level, it tends to be large companies – and in particular multinational corporations – that are in the strongest position to influence government thinking, by dint of their economic and political power, and many of them have direct contacts with government ministers and officials for a variety of reasons (e.g. large defence contractors supply equipment to the Ministry of Defence). In addition, many large businesses use professional lobbyists, or create their own specialist units, whose role is to liaise directly with government agencies and to represent the interest of the organisation at national and/or supranational level (e.g. in Brussels). While such activities do not ensure that governments will abandon or amend their proposals or will pursue policies favourable to a particular company’s position, they normally guarantee that the views of the organisation are considered alongside those of the other vested interests. Added weight tends to be given to these views when they are supported by all the leading firms in an industry (e.g. the tobacco lobby’s fight against a complete ban on tobacco advertising).

As indicated above, the voice of business is also heard in political circles through various voluntary representative organisations such as Chambers of Commerce, employers’ associations, trade associations and the CBI. Chambers of Commerce, for example, largely represent the views and interests of small businesses at local level, but also have a national organisation that lobbies in Whitehall and Brussels. In contrast, trade associations – which are sometimes combined with employers’ associations – are usually organised on an industry basis (e.g. the Society of Motor Manufacturers and Traders) and handle consultations with appropriate government agencies, as well as providing information and advice to members about legislation and administration pertinent to the industry concerned.
11.8.1 **The Confederation of British Industry (CBI)**

The largest employers’ association overall, representing thousands of companies employing millions of workers, is the CBI, whose members are drawn from businesses of all types and sizes and from all sectors, but especially manufacturing. Through its director general and council – and supported by a permanent staff which has representation in Brussels – the organisation promotes the interests of the business community in discussions with governments and with national and international organisations, as well as seeking to shape public opinion. Part of its influence stems from its regular contacts with politicians, the media and leading academics, and from the encouragement it gives to businesses to take a proactive approach to government legislation and policy. Additionally, through its authoritative publications – including the Industrial Trends Surveys and reports – the CBI has become an important part of the debate on government economic policy generally, as well as a central influence on legislation affecting the interests of its members.

A good illustration of its more proactive approach in recent years has been its attempts to shape government thinking on environmental policy and to harmonise the work of both government and businesses in this area by promoting its own ‘Action Plan’ for the 1990s. To this end, the CBI established a group of staff specially dedicated to work on environmental issues of interest to business and set up a policy unit and a management unit to provide information, contacts and advice to the various parties involved. The policy unit’s role was to monitor developments in legislation, liaise with government departments and enforcement agencies (e.g. the former National Rivers Authority), lobby government and other organisations, provide information and advice, and help to formulate CBI policy on vital environmental issues. The management unit produced promotional literature for businesses, organised conferences and seminars on specific topics, conducted surveys and provided advice on financial and other assistance available to its members to help them develop good environmental management practices within their organisation.

In a report published in late 1998, entitled *Worth the Risk – Improving Environmental Legislation*, the CBI launched an attack on what it called an over-prescriptive approach to environmental laws. It called upon government to listen to industry and to concentrate pollution control on the biggest risk areas. According to the chairman of the CBI’s environmental protection panel, the existing approach to legislation did not take account of the cost of regulation and its impact on the competitiveness of industry. By using a risk-based approach, the CBI argued that the government could achieve a better system of regulation without compromising business competitiveness.

While it is impossible to say with any degree of certainty how influential industry has been in shaping government policy in this or other areas, there is little doubt that the views of leading industrialists and their representative bodies and associations have received increased attention, particularly under recent Conservative administrations. Regular pronouncements by senior government ministers, including the former Prime Minister and Chancellor of the Exchequer, frequently refer to the fact that a particular policy or piece of legislation has been framed ‘with industry in mind’. The signs are that the current Labour administration under Tony Blair has sympathies in the same direction.
As the chapter has demonstrated, in market-based economies, governments can exercise considerable influence over firms, sectors and markets. A combination of forces, operating at differential spatial levels, can help to fashion government policies and decisions and these will invariably impact either directly or indirectly on business organisations. Whether it is the regulation of market structure and conduct through legislation on monopolies and mergers, or policies designed to promote small firm creation and development, governments play a central role in shaping the business environment. This role is normally carried out in consultation and collaboration with the private sector and its representative organisations and associations who form part of what can be described as a ‘negotiated environment’.

11.9 Conclusion

Case study

Mega-mergers: a prescription for success?

Firms grow in two main ways: internally and/or externally. Internal growth occurs where a business expands its existing capacity by such methods as increasing the size of its premises, acquiring new plant and equipment, taking on more staff and increasing its product range. External growth is where firms grow in size by either merging with or taking over other businesses. These latter two processes are sometimes referred to as growth by integration or acquisition (see also p. 252).

Economists traditionally distinguish between three major forms of external growth:

- **Horizontal merger/takeover** involves the coming together of competitive firms in the same industry at the same stage of the production process (e.g. two car manufacturers; two banks; two oil companies).

- **Vertical merger/takeover** is between firms in the same industry but at different stages of the production process. A forwards vertical merger, for example, would occur where a producer merges with the distributor or retailer of its product; a backwards vertical merger would involve the manufacturer and the supplier. Some industries can be entirely vertically integrated (e.g. oil).

- **Conglomerate merger/takeover** involves firms in different (i.e. unrelated) industries, although synergistic benefits might be available.

Of these, the horizontal merger/takeover tends to be the most common and is often a favoured strategy for firms attempting to increase their market share. By joining together with a competitor in the same industry, a business is likely to increase its market power and influence and reap the kind of economies of scale referred to in previous chapters. Simultaneously, it might also help to increase the barriers to entry for other firms seeking to join the market.

One major international industry in which horizontal mergers and takeovers have been particularly prevalent in recent years is the pharmaceutical industry where they are increasingly being seen as a key to future growth and profitability and, in some cases, survival. Given the huge research and development costs and long lead times in this industry, together with new discoveries in science and the financial
advantages of patenting new treatments, many pharmaceutical companies have been looking to mergers to create the critical mass to exploit the rapidly evolving technologies. Examples include:

- Astra (Sweden) and Zeneca (UK) now AstraZeneca
- Hoechst (Germany) and Rhone Poulenc (France) now Aventis
- Pharmacia Upjohn (USA/Sweden) and Monsanto (USA).

Arguably, the industry’s most significant consolidation is that between Glaxo Wellcome and Smithkline Beecham which created the largest global drugs company in the world. Announced in January 2000, the proposed merger received European Commission approval in May following an investigation by the EU competition authorities and a target date for completion of the deal was set for late August. Despite shareholder approval at the end of July, the merger was delayed because of regulatory inquiries in the USA by the Federal Trade Commission (FTC). By September, it emerged that the deal was likely to be held up further pending additional investigations by the FTC which was evidently concerned that the combined group might have an excessive share of the market for ‘smoking cessation products’. While the fresh delay did not ultimately prevent the merger from taking place, it does illustrate the level of anti-competitive scrutiny that may be faced by large international companies seeking to combine their activities.

**Notes and references**

2. It is worth noting that where market failure occurs government intervention is not a guarantee of success. Some economists argue that state intervention makes matters worse.
3. But see *The Economist*, 13 June 1998, ‘The end of privatisation’, which argues that under the current Labour government ‘privatisation’ has also become a ‘dirty’ word.
5. These references can be found in Further reading at the end of this chapter.
6. This view is associated with the Austrian School of Economics. See, for example, Atkinson, B. and Miller, R. (1998), *Business Economics*, Addison Wesley Longman, Harlow, Unit 11.
7. This process is similar to the increasing business practice of sourcing products from lower-wage countries. This is usually referred to as one of the key features of ‘globalisation’.
**Review and discussion questions**

1. In the 1940s, the UK government argued that nationalisation would make certain industries more efficient, but, by the 1980s, the incumbent government was claiming that denationalisation (i.e. privatisation) was the key to greater efficiency. How do you explain this apparent contradiction?

2. If governments support the idea of ‘free markets’, why should they sometimes prevent free trade in businesses (e.g. takeovers)?

3. To what extent do you think that increasing labour mobility would help to solve regional ‘problems’?

**Assignments**

1. Imagine you are employed in the public relations section of the Knitwear, Footwear and Apparel Trades Union. The organisation is seriously concerned about job losses in the UK textile, clothing and footwear industry as a result of the combined effect of foreign competition and a strong pound and is determined to lobby the UK government to take action. Draft a press release calling for government intervention on cheap imports and the exchange rate to prevent further job losses in the industries you represent (maximum 400 words).

   Draft a counter press release (maximum 400 words) on behalf of the Department of Trade and Industry explaining why the government is currently against such intervention.

2. As a small firms adviser in your local Business Link, you are regularly asked about what sources of government financial support are available for new start-up businesses. Produce a simple leaflet explaining what schemes are currently in operation to support new small firms.

**Further reading**


Ernst and Young (1994), *Privatisation in the UK*, Ernst and Young, London.


State intervention which affects individual firms (e.g. privatisation) or sectors (e.g. small firms’ policy) or markets (e.g. competition policy) occurs at what economists describe as the micro level. Here the focus is on the component parts of the economy and on the way in which government policies and decisions seek to improve on the workings of the free market. Governments, in addition, have an interest in how the economy is performing as a whole (e.g. levels of growth, inflation, unemployment) and the effects this might have on the business community’s prospects both now and in the future. As this chapter will demonstrate, the macroeconomic environment within which firms exist and operate has an impact upon their activities and behaviour and this environment can be shaped by governments and other agencies operating at different spatial levels. It is worth remembering that just as the macroeconomy can affect the decisions of individual firms and consumers regarding production and consumption, so those individual producers and consumers help to shape the economy as a whole by their behaviour in the marketplace.
We saw in Chapter 1 that economic scarcity gives rise to the key problem of resource allocation and particularly the question of how a society should utilise its limited resources. In tackling this dilemma, it was suggested that a society had to choose between two broad approaches which we characterised as a *centrally planned economic system* (i.e. where the government decides on how resources will be used) and a *free market economic system* (i.e. one where individual buyers and sellers determined how resources are deployed). In practice, all countries have aspects of both systems (i.e. a *mixed economy*), with some favouring a large element of state planning (e.g. Cuba), while others have a preference for a free market approach combined with a significant level of government activity in the economy (e.g. USA, Japan, UK, etc.). This latter approach we have described as a *market-based economy* which is now the dominant form of economic system following the collapse of the old-style planned economies in Eastern Europe and elsewhere. It is appropriate, therefore, to look in more detail at how such an economy works and its underlying principles.

Put at its simplest, a market-based economy is one in which most economic decisions are made by private individuals (sometimes called *households*) and by firms who interact in free markets, through a system of prices, to determine the allocation of resources. The key features of this type of economic system are as follows:

- Resources are in private ownership and the individuals owning them are free to use them as they wish.
- Firms, also in private ownership, are equally able to make decisions on production, free from state interference.
- No blueprint (or master plan) exists to direct production and consumption.
- Decisions on resource allocation are the result of a *decentralised system* of markets and prices, in which the decisions of millions of consumers and hundreds of thousands of firms are automatically coordinated.
- The *consumer sovereignty*, i.e. dictates the pattern of supply and hence the pattern of resource allocation.

In short, the three fundamental choices regarding what to produce, how to produce and how to distribute are solved by market forces.

The diagram in Figure 12.1 illustrates the basic operation of a market economy. In essence, individuals are owners of resources (e.g. labour) and consumers of products; firms are users of resources and producers of products. What products are produced – and hence how resources are used – depends on consumers, who indicate their demands by purchasing (i.e. paying the price) or not purchasing, and this acts as a signal to producers to acquire the resources necessary (i.e. pay the price) to meet the preferences of consumers. If consumer demands change, for whatever reason, this will cause an automatic reallocation of resources, as firms respond to the new market conditions. Equally, competition between producers seeking to gain or retain customers is said to guarantee that resources are used efficiently and to ensure that the most appropriate production methods (i.e. how to produce) are employed in the pursuit of profits.
The distribution of output is also determined by market forces, in this case, operating in the markets for productive services. Individuals supplying a resource (e.g. labour) receive an income (i.e. a price) from the firms using that resource and this allows them to purchase goods and services in the markets for products, which in turn provides an income for firms that can be spent on the purchase of further resources (see below). Should the demand for a particular type of productive resource increase – say, as a result of an increase in the demand for the product produced by that resource – the price paid to the provider of the resource will tend to rise and hence, other things being equal, allow more output to be purchased. Concomitantly, it is also likely to result in a shift of resources from uses which are relatively less lucrative to those which are relatively more rewarding.

This matching of supply and demand through prices in markets has been described in detail in previous chapters and the analysis has also been applied to the market for foreign currencies (see Chapter 10). In practice, of course, no economy operates entirely in the manner suggested above; firms, after all, are influenced by costs and supply decisions as well as by demand, and generally seek to shape that demand, as well as simply responding to it. Nor for that matter is a market-based economy devoid of government involvement in the process of resource allocation, as evidenced by the existence of a public sector responsible for substantial levels of consumption and output and for helping to shape the conditions under which the private sector operates. In short, any study of the market economy needs to incorporate the macroeconomic role of government and to examine, in particular, its influence on the activities of both firms and households. These are issues to which we now turn.
12.3.1 The ‘flows’ of economic activity

As we saw in the opening chapter of this book, economic activity can be portrayed as a flow of economic resources into firms (i.e. productive organisations) which are used to produce output for consumption. This flow gives rise to a corresponding flow of payments from firms to the providers of those resources, who use them primarily to purchase the goods and services produced. These flows of resources, production, income and expenditure accordingly represent the fundamental activities of an economy at work. Figure 12.2 illustrates the flow of resources and of goods and services in the economy – what economists describe as real flows.

In effect, firms use economic resources to produce goods and services which are consumed by private individuals (private domestic consumption) or government (government consumption) or by overseas purchasers (foreign consumption), or by other firms (capital formation). This consumption gives rise to a flow of expenditures that represents an income for firms which they use to purchase further resources in order to produce further output for consumption. This flow of income and expenditures is shown in Figure 12.3.
The interrelationship between income flows and real flows can be seen by combining the two diagrams into one which, for the sake of simplification, assumes only two groups operate in the economy: firms as producers and users of resources, and private individuals as consumers and providers of those resources (see Figure 12.4). Real flows are shown by the arrows moving in an anti-clockwise direction; income flows by the arrows flowing in a clockwise direction.

Despite a degree of over-simplification, the model of the economy illustrated in Figure 12.4 is a useful analytical tool which highlights some vitally important aspects of economic activity which are of direct relevance to the study of business. The model shows, for example, that:

- income flows around the economy, passing from households to firms and back to households and on to firms, and so on; hence the circular flow of income (CfI) model;
- these income flows have corresponding real flows of resources, goods and services;
- what constitutes an income to one group (e.g. firms) represents an expenditure to another (e.g. households), indicating that income generation in the economy is related to spending on consumption of goods and services and on resources (e.g. the use of labour);
- the output of firms must be related to expenditure by households on goods and services which in turn is related to the income the households receive from supplying resources;
- the use of resources (including the number of jobs created in the economy) must also be related to expenditure by households on consumption, given that resources are used to produce output for sale to households;
- levels of income, output, expenditure and employment in the economy are, in effect, interrelated.
From the point of view of firms, it is clear from the model that their fortunes are intimately connected with the spending decisions of households and any changes in the level of spending can have repercussions for business activity at the micro as well as the macro level. In the late 1980s, for instance, the British economy went into recession, largely as a result of a reduction in the level of consumption that was brought about by a combination of high interest rates, a growing burden of debt from previous bouts of consumer spending, and a decline in demand from some overseas markets also suffering from recession. While many businesses managed to survive the recession, either by drawing from their reserves or slimming down their operations, large numbers of firms went out of business, as orders fell and costs began to exceed revenue. As a result, output in the economy fell, unemployment grew, investment by firms declined, and house prices fell to a point where some houseowners owed more on their mortgage than the value of their property (known as negative equity). The combined effect of these outcomes was to further depress demand, as individuals became either unwilling or unable to increase spending and as firms continued to shed labour and to hold back on investment. By late 1992, few real signs of growth in the economy could be detected, unemployment stood at almost 3 million, and business confidence remained persistently low.

The gradual recovery of the British economy from mid-1993 – brought about by a return in consumer confidence in the wake of a cut in interest rates – further emphasises the key link between consumption and entrepreneurial activity highlighted in the model. Equally, it shows, as did the discussion on the recession, that a variety of factors can affect spending (e.g. government policy on interest rates) and that spending by households is only one type of consumption in the real economy. In order to gain a clearer view of how the economy works and why changes occur over time, it is necessary to refine the basic model by incorporating a number of other key variables influencing economic activity. These variables – which include savings, investment spending, government spending, taxation and overseas trade – are discussed below.

12.3.2 Changes in economic activity

The level of spending by consumers on goods and services produced by indigenous firms is influenced by a variety of factors. For a start, most households pay tax on income earned which has the effect of reducing the level of income available for consumption. Added to this, some consumers prefer to save (i.e. not spend) a proportion of their income or to spend it on imported products, both of which mean that the income of domestic firms is less than it would have been had the income been spent with them. Circumstances such as these represent what economists call a leakage (or withdrawal) from the circular flow of income and help to explain why the revenue of businesses can fluctuate over time (see Figure 12.5).

At the same time as such leakages are occurring, additional forms of spending in the economy are helping to boost the potential income of domestic firms. Savings by some consumers are often borrowed by firms to spend on investment in capital equipment or plant or premises (known as investment spending) and this generates income for firms producing capital goods. Similarly, governments use taxation to spend on the provision of public goods and services (public or government expenditure) and overseas buyers purchase products produced by indigenous firms (export spending). Together, these additional forms of spending represent an injection of income into the circular flow (see Figure 12.6).
While the revised model of the economy illustrated in Figure 12.6 is still highly simplified (e.g. consumers also borrow savings to spend on consumption or imports; firms also save and buy imports; governments also invest in capital projects), it demonstrates quite clearly that fluctuations in the level of economic activity are the result of changes in a number of variables, many of which are outside the control of firms or governments. Some of these changes are autonomous (i.e. spontaneous), as in the case of an increased demand for imports, while others may be deliberate or overt, as when the government decides to increase its own spending or to reduce taxation in order to stimulate demand. Equally, from time to time, an economy may be subject to external shocks, such as the onset of recession among its principal trading partners or a significant price rise in a key commodity (e.g. the oil price rise in the 1970s) which can have an important effect on internal income flows. Taken together, these and other changes help to explain why demand for goods and services constantly fluctuates and why changes occur not only in an economy’s capacity to produce output, but also in its structure and performance over time (see the mini case ‘Global economic crisis’).

It is important to recognise that where changes in spending do occur, these invariably have consequences for the economy that go beyond the initial ‘injection’ or ‘withdrawal’ of income. For example, a decision by government to increase spending on infrastructure would benefit the firms involved in the various projects and some of the additional income they receive would undoubtedly be spent on hiring labour. The additional workers employed would have more income to spend on consumption and this would boost the income for firms producing consumer goods which in turn may hire more staff, generating further consumption and so on. In short, the initial increase in spending by government will have additional effects on income and spending in the economy, as the extra spending circulates from households to firms and back again. Economists refer to this as the multiplier effect to emphasise the reverberative consequences of any increase or decrease in spending by consumers, firms, governments or overseas buyers.
Multiple increases in income and consumption can also give rise to an accelerator effect, which is the term used to describe a change in investment spending by firms as a result of a change in consumer spending. In the example above, it is possible that the increase in consumption caused by the increase in government spending may persuade some firms to invest in more stock and capital equipment to meet increased consumer demands. Demand for capital goods will therefore rise, and this could cause further increases in the demand for industrial products (e.g., components, machinery) and also for consumer goods, as firms seek to increase their output to meet the changing market conditions. Should consumer spending fall, a reverse accelerator may occur and the same would apply to the multiplier as the reduction in consumption reverberates through the economy and causes further cuts in both consumption and investment. As Peter Donaldson has suggested, everything in the economy affects everything else; the economy is dynamic, interactive and mobile, and is far more complex than implied by the model used in the analysis above.\(^1\)

Global economic crisis

Throughout the 1980s and early 1990s, the Asian Tiger economies – Indonesia, Hong Kong, Malaysia, Singapore, South Korea, Taiwan and Thailand – were widely regarded as an unqualified success story, with their rapid rates of growth and booming stock markets. As exemplars of free market capitalism, these economies had an enviable reputation in the West and attracted considerable funds from foreign investors. This

---

**Figure 12.6 The circular flow in income with 'injections' added**

---

**Mini case**

Asian Tiger economies those Far Eastern economies with high annual levels of economic growth and high per capita GDP
Notwithstanding the complexities of the real economy, the link between business activity and spending is clear to see. This spending, as indicated above, comes from consumers, firms, governments and external sources and collectively can be said to represent total demand in the economy for goods and services. Economists frequently indicate this with the following notation:

\[
\text{Aggregate monetary demand} = \text{Consumer spending} + \text{Investment spending} + \text{Government spending} + \text{Export spending} - \text{Import spending}
\]

or \[\text{AMD} = C + I + G + X - M\]
Within this equation, consumer spending \((C)\) is regarded as by far the most important factor in determining the level of total demand.

While economists might disagree about what are the most significant influences on the component elements of AMD\(^2\), it is widely accepted that governments have a crucial role to play in shaping demand, not only in their own sector, but also on the market side of the economy. Government policies on spending and taxation or on interest rates clearly have both direct and indirect influences on the behaviour of individuals and firms which can affect both the demand and supply side of the economy in a variety of ways. Underlying these policies are a number of key objectives which are pursued by government as a prerequisite to a healthy economy and which help to guide the choice of policy options. Understanding the broad choice of policies available to government, and the objectives associated with them, is of prime importance to students of business economics.

In practice, most governments tend to share a number of key economic objectives, the most important of which are normally the control of inflation, the pursuit of economic growth, a reduction in unemployment, the achievement of an acceptable balance of payments situation, controlling public (i.e. government) borrowing, and a relatively stable exchange rate. These are discussed below.

12.4.1 Controlling inflation

Inflation is usually defined as an upward and persistent movement in the general level of prices over a given period of time; it can also be characterised as a fall in the value of money. For governments of all political complexions, reducing such movements to a minimum is seen as a primary economic objective.

Monitoring trends in periodic price movements tends to take a number of forms; in the UK, for example, these have included:

- the use of a retail price index (RPI) which measures how an average family’s spending on goods and services is affected by price changes;
- an examination of the underlying rate of inflation which excludes the effects of mortgage payments (known as RPIX in the UK);
- measuring ‘factory gate prices’ to indicate likely future changes in consumer prices;
- comparing domestic inflation rates with those of the UK’s chief overseas competitors, as an indication of the international competitiveness of UK firms;
- the introduction of an index to bring UK measures of inflation in line with those used in other countries (see the key concept below).

Key concept: The Consumer Price Index (CPI)

Inflation is the tendency for average prices to rise and keep on rising. Traditionally, the UK government has used two main measures of inflation: the ‘headline’ rate (RPI) and the ‘underlying’ rate (RPIX), with the new Labour administration in 1997 setting a target of 2.5 per cent for the latter. Since these measures were not entirely consistent with those used in other countries, international comparisons proved difficult. To tackle this problem, a new measure was introduced in January 2004 known as the Harmonised Index of Consumer Prices (HICP). HICPs were
In addition, changes in monetary aggregates, which measure the amount of money (and therefore potential spending power) in circulation in the economy, and movements of exchange rates (especially a depreciating currency – see Chapter 10) are also seen as a guide to possible future price increases, as their effects work through the economy.

Explanations as to why prices tend to rise over time vary considerably, but broadly speaking, fall into two main categories. First, supply-siders tend to focus on rising production costs – particularly wages, energy and imported materials – as a major reason for inflation, with firms passing on increased costs to the consumer in the form of higher wholesale and/or retail prices. Second, demand-siders, in contrast, tend to emphasise the importance of excessive demand in the economy, brought about, for example, by tax cuts, cheaper borrowing or excessive government spending which encourages firms to take advantage of the consumer’s willingness to spend money by increasing their prices. Where indigenous firms are unable to satisfy all the additional demand, the tendency is for imports to increase. This not only may cause further price rises, particularly if imported goods are more expensive or if exchange rate movements become unfavourable, but also can herald a deteriorating balance of payments situation and difficult trading conditions for domestic businesses.

Government concern with inflation – which crosses both party and state boundaries – reflects the fact that rising price levels can have serious consequences for the economy in general and for businesses in particular, especially if a country’s domestic inflation rates are significantly higher than those of its main competitors. In markets where price is an important determinant of demand, rising prices may result in some businesses losing sales, and this can affect turnover and may ultimately affect employment if firms reduce their labour force in order to reduce their costs. Added to this, the uncertainty caused by a difficult trading environment may make some businesses unwilling to invest in new plant and equipment, particularly if interest rates are high and if inflation looks unlikely to fall for some time. Such a response, while understandable, is unlikely to improve a firm’s future competitiveness or its ability to exploit any possible increases in demand as market conditions change.

**Key concept continued**

Originally developed in the European Union to assist with the process of European Monetary Union and to allow the European Central Bank to assess price stability in the euro area. The UK’s adoption of the new index (now renamed the Consumer Price Index) allows a direct comparison of the inflation rate in the UK with that in the rest of Europe.

The new measure of inflation – CPI – is calculated each month, using a sample or ‘basket’ of goods that a typical household might buy, including food, heating, household goods and travel costs (e.g. petrol). It excludes, however, a number of items that have been part of the RPIX; these are mainly related to housing costs such as council tax, building insurance and mortgage interest payments. CPI is also calculated differently from RPIX, which still remains in existence, along with RPI and RPIY (i.e. RPI with both mortgage costs and the impact of government taxation changes removed). The government’s target for CPI has been set at 2 per cent, down on the previous RPIX target.
Rising prices may also affect businesses by encouraging employees to seek higher wages in order to maintain or increase their living standards. Where firms agree to such wage increases, the temptation, of course, is to pass this on to the consumer in the form of a price rise, especially if demand looks unlikely to be affected to any great extent. Should this process occur generally in the economy, the result may be a wages/prices inflationary spiral, in which wage increases push up prices, which push up wage increases, which further push up prices and so on. From an international competitive point of view, such an occurrence, if allowed to continue unchecked, could be disastrous for both firms and the economy.

12.4.2. Economic growth

Growth is an objective shared by governments and organisations alike. For governments, the aim is usually to achieve steady and sustained levels of non-inflationary growth, preferably led by exports (i.e. export-led growth). Such growth is normally indicated by annual increases in real national income or gross domestic product (where ‘real’ = allowing for inflation, and ‘gross domestic product (GDP)’ = the economy’s annual output of goods and services measured in monetary terms). To compensate for changes in the size of the population, growth rates tend to be expressed in terms of real national income per capita (i.e. real GDP divided by population).

Exactly what constitutes desirable levels of growth is difficult to say, except in very broad terms. If given a choice, governments would basically prefer:

- steady levels of real growth (e.g. 3–4 per cent p.a.) rather than annual increases in output which vary widely over the business cycle (see the following key concept);
- growth rates higher than those of one’s chief competitors;
- growth based on investment in technology and on increased export sales rather than on excessive government spending or current consumption.

It is worth remembering that, when measured on a monthly or quarterly basis, increases in output can occur at a declining rate and GDP growth can become negative. In the UK, for instance, a recession is said to exist following two consecutive quarters of negative GDP.

⚠️ Key concept: The business cycle

Economists draw an important distinction between how much an economy is actually growing and how much it could grow. The former (actual growth) refers to the rate of growth in actual output as measured by annual changes in national income or gross domestic product. The latter (potential growth) is the annual change in the economy’s capacity to produce goods and services as a result of factors such as increases in the availability of resources or improvements in efficiency in the use of existing resources. Potential growth is normally portrayed as increasing steadily over time and is generally drawn as a slowing rising potential output function. In comparison, actual growth is characterised as fluctuating – sometimes rising, sometimes falling – around the long-term trend.
From a business point of view, the fact that increases in output are related to increases in consumption suggests that economic growth is good for business prospects and hence for investment and employment, and by and large this is the case. The rising living standards normally associated with such growth may, however, encourage increased consumption of imported goods and services at the expense of indigenous producers, to a point where some domestic firms are forced out of business and the economy’s manufacturing base becomes significantly reduced (often called deindustrialisation).4 Equally, if increased consumption is based largely on excessive state spending, the potential gains for businesses may be offset by the need to increase interest rates to fund that spending (where government borrowing is involved) and by the tendency of government demands for funding to ‘crowd out’ the private sector’s search for investment capital. In such cases, the short-term benefits from government-induced consumption may be more than offset by the medium- and long-term problems for the economy that are likely to arise.

---

**Key concept continued**

- **economic recovery**: that phase of the business cycle when the economy begins to recover from a recession and output starts to increase.
- **economic boom**: a situation of rapid economic growth and increased utilisation of resources.
- **economic downturn**: the phase of the business cycle when economic growth starts to slow down.
- **economic slump**: an extended or severe period of recession in the economy.

---

**Figure 12.7 The business cycle**

This pattern of changes in the economy’s actual output is known as the business cycle or trade cycle.

A business cycle typically has four main phases, illustrated in Figure 12.7. In the recovery (or upturn) phase, the economy starts to recover from a recession or depression and output starts to grow as business and consumer confidence begin to return. This phase leads on to a boom, when economic growth is rising and the gap between actual output and potential output has narrowed as fuller use is made of the available resources. Once a boom reaches its height, growth tends to slow down or cease and the economy experiences a downturn in economic activity, culminating in a recession or slump. Ultimately, the cycle begins again as a recovery starts to take place.

Note that the business cycle shows an upward trend of actual output and a regular pattern of phases. In practice, the picture tends to be more complex.

---

From a business point of view, the fact that increases in output are related to increases in consumption suggests that economic growth is good for business prospects and hence for investment and employment, and by and large this is the case. The rising living standards normally associated with such growth may, however, encourage increased consumption of imported goods and services at the expense of indigenous producers, to a point where some domestic firms are forced out of business and the economy’s manufacturing base becomes significantly reduced (often called deindustrialisation).4 Equally, if increased consumption is based largely on excessive state spending, the potential gains for businesses may be offset by the need to increase interest rates to fund that spending (where government borrowing is involved) and by the tendency of government demands for funding to ‘crowd out’ the private sector’s search for investment capital. In such cases, the short-term benefits from government-induced consumption may be more than offset by the medium- and long-term problems for the economy that are likely to arise.
Where growth prospects for the economy look good, business confidence tends to increase, and this is often reflected in increased levels of investment and stockholding and ultimately in levels of employment. In Britain, for example, the monthly and quarterly surveys by the Confederation of British Industry (CBI) provide a good indication of how output, investment and stock levels change at different points of the business cycle and these are generally seen as a good indication of future business trends, as interpreted by entrepreneurs. Other indicators – including the state of the housing market and construction generally – help to provide a guide to the current and future state of the economy, including its prospects for growth in the short and medium term.

12.4.3 Reducing unemployment

In most democratic states, the goal of full employment is no longer part of the political agenda; instead, government pronouncements on employment tend to focus on job creation and maintenance and on developing the skills appropriate to the demands of the early twenty-first century. The consensus seems to be that in technologically advanced market-based economies some unemployment is inevitable and that the basic aim should be to reduce unemployment to a level which is both politically and socially acceptable.

As with growth and inflation, unemployment levels tend to be measured at regular intervals (e.g. monthly, quarterly, annually) and the figures are often adjusted to take into account seasonal influences (e.g. school-leavers entering the job market). In addition, the statistics usually provide information on trends in long-term unemployment, areas of skills shortage and on international comparisons, as well as sectoral changes within the economy (see also Chapter 13). All of these indicators provide clues to the current state of the economy and to the prospects for businesses in the coming months and years, but need to be used with care. Unemployment, for example, tends to continue rising for a time even when a recession is over; equally, it is not uncommon for government definitions of unemployment to change or for international unemployment data to be based on different criteria.

The broader social and economic consequences of high levels of unemployment are well documented: it is a waste of resources, it puts pressure on the public services and on the Exchequer (e.g. by reducing tax yields and increasing public expenditure on welfare provision), and it is frequently linked with growing social and health problems. Its implication for businesses, however, tends to be less clear cut. On the one hand, a high level of unemployment implies a pool of labour available for firms seeking workers (though not necessarily with the right skills), generally at wage levels lower than when a shortage of labour occurs. On the other, it can also give rise to a fall in overall demand for goods and services which could exacerbate any existing deflationary forces in the economy, causing further unemployment and with it further reductions in demand. Where this occurs, economists tend to describe it as cyclical unemployment (i.e. caused by a general deficiency in demand), in order to differentiate it from unemployment caused by a deficiency in demand for the goods produced by a particular industry (structural unemployment) or by the introduction of new technology which replaces labour (technological unemployment) or frictions in the labour market (frictional unemployment).
12.4.4 A favourable balance of payments

As we saw in Chapter 10, a country’s balance of payments is essentially the net balance of credits (earnings) and debits (payments) arising from its international trade over a given period of time. Where credits exceed debits, a balance of payments surplus exists; the opposite is described as a deficit. Understandably, governments tend to prefer either equilibrium in the balance of payments or surpluses rather than deficits. However, it would be fair to say that for some governments facing persistent balance of payments deficits, a sustained reduction in the size of the deficit may be regarded as signifying a ‘favourable’ balance of payments situation.

Like other economic indicators, the balance of payments statistics come in a variety of forms and at different levels of disaggregation, allowing useful comparisons to be made not only on a country’s comparative trading performance, but also on the international competitiveness of particular industries and commodity groups or on the development or decline of specific external markets. Particular emphasis tends to be given to the balance of payments on current account which measures imports and exports of goods and services and is thus seen as an indicator of the competitiveness of an economy’s firms and industries. Sustained current account surpluses tend to suggest favourable trading conditions which can help to boost growth, increase employment and investment and create a general feeling of confidence amongst the business community. They may also give rise to surpluses which domestic firms can use to finance overseas lending and investment, thus helping to generate higher levels of corporate foreign earnings in future years.

While it does not follow that a sustained current account deficit is inevitably bad for the country concerned, it often implies structural problems in particular sectors of its economy or possibly an exchange rate which favours importers rather than exporters. Many observers believe, for instance, that the progressive decline of Britain’s visible trading position after 1983 was an indication of the growing uncompetitiveness of its firms, particularly those producing finished manufactured goods for consumer markets at home and abroad. By the same token, Japan’s current account trade surplus of around $120 billion in late 1995 was portrayed as a sign of the cut-throat competition of Japanese firms, particularly those involved in producing cars, electrical and electronic products, and photographic equipment.

12.4.5 Controlling public sector borrowing

Governments raise large amounts of revenue annually, mainly through taxation, and use this income to spend on a wide variety of public goods and services (see below). Where annual revenue exceeds government spending, a budget surplus occurs and the excess is often used to repay past debt (known in the UK as the public sector debt repayment or PSDR). The accumulated debt of past and present governments represents a country’s National Debt.

In practice, most governments face annual budget deficits rather than budget surpluses and hence have a public sector borrowing requirement or PSBR (recently renamed in the UK as public sector net borrowing or PSNB). While such deficits are not inevitably a problem, in the same way that a small personal overdraft is not necessarily critical for an individual, large-scale and persistent deficits are generally seen as a sign of an economy facing current and future difficulties which require urgent government action. The overriding concern over high levels of public borrowing tends to be focused on:
• its impact on interest rates, given that higher interest rates tend to be needed to attract funds from private sector uses to public sector uses;
• the impact of high interest rates on consumption and investment and hence on the prospects of businesses;
• the danger of the public sector ‘crowding out’ the private sector’s search for funds for investment;
• the opportunity cost of debt interest, especially in terms of other forms of public spending;
• the general lack of confidence in the markets about the government’s ability to control the economy and the likely effect this might have on inflation, growth and the balance of payments;
• the need to meet any agreed external requirements (e.g. the ‘convergence criteria’ laid down at Maastricht for entry to the single European currency).

The consensus seems to be that controlling public borrowing is best tackled by restraining the rate of growth of public spending rather than by increasing revenue through changes in taxation, since the latter could depress demand and is politically unpopular with voters.

12.4.6 A stable exchange rate

A country’s currency has two values: an internal value and an external value. Internally, its value is expressed in terms of the goods and services it can buy and hence it is affected by changes in domestic prices. Externally, its value is expressed as an exchange rate which governs how much of another country’s currency it can purchase (e.g. £1 = $1.50 or €1.60). Since foreign trade normally involves an exchange of currencies, fluctuations in the external value of a currency will influence the price of imports and exports and hence can affect the trading prospects for business, as well as a country’s balance of payments and its rate of inflation (see Chapter 10).

On the whole, governments and businesses involved in international trade tend to prefer exchange rates to remain relatively stable, because of the greater degree of certainty this brings to the trading environment; it also tends to make overseas investors more confident that their funds are likely to hold their value. To this extent, schemes which seek to fix exchange rates within predetermined levels (e.g. the ERM), or which encourage the use of a common currency (e.g. the euro), tend to have the support of the business community which prefers predictability to uncertainty where trading conditions are concerned.

12.5 Government and the macroeconomy: policies

Government macroeconomic objectives represent the ‘goals’ or ‘ends’ which a government pursues within the framework of a market-based economy. Since there is no guarantee that the free market will automatically deliver these objectives to the satisfaction of a country’s political decision makers, all governments at times intervene in the workings of the economy to push it in a direction consistent with their stated aims. In broad terms, this intervention usually takes three main forms, described as fiscal policy,
monetary policy and direct controls. These policy instruments – or instrumental variables – and their effects on the business community are discussed below, using the UK as our example.

12.5.1 Fiscal policy

Each year, governments raise and spend huge amounts of money. UK government estimates for 2004/05 suggest that government spending will be about £488 billion and is to be allocated in the manner illustrated in Figure 12.8. This spending will be funded mainly from taxation (direct and indirect) and national insurance contributions (see Figure 12.9). The PSNB is estimated at £33 billion.

Fiscal policy involves the use of changes in government spending and taxation to influence the level and composition of aggregate demand in the economy and, given the amounts involved, this clearly has important implications for business. Elementary circular
Flow analysis suggests, for instance, that reductions in taxation and/or increases in government spending will inject additional income into the economy and will, via the multiplier effect, increase the demand for goods and services, with favourable consequences for business. Reductions in government spending and/or increases in taxation will have the opposite effect, depressing business prospects and probably discouraging investment and causing a rise in unemployment.

Apart from their overall impact on aggregate demand, fiscal changes can be used to achieve specific objectives, some of which will be of direct or indirect benefit to the business community. Reductions in taxes on company profits and/or increases in tax allowances for investment in capital equipment can be used to encourage business to increase investment spending, hence boosting the income of firms producing industrial products and causing some additional spending on consumption. Similarly, increased government spending targeted at firms involved in exporting, or at the creation of new business, will encourage increased business activity and, additionally, may lead to more output and employment in the economy.

**Figure 12.9 Sources of government revenue, 2004/05**
In considering the use of fiscal policy to achieve their objectives, governments tend to be faced with a large number of practical problems that generally limit their room for manoeuvre. Boosting the economy through increases in spending or reductions in taxation could cause inflationary pressures, as well as encouraging an inflow of imports and increasing the public sector deficit, none of which would be particularly welcomed by entrepreneurs or by the financial markets. By the same token, fiscal attempts to restrain demand in order to reduce inflation will generally depress the economy, causing a fall in output and employment and encouraging firms to abandon or defer investment projects until business prospects improve.

Added to this, it should not be forgotten that government decision makers are politicians who need to consider the political as well as the economic implications of their chosen courses of action. Thus, while cuts in taxation may receive public approval, increases may not, and, if implemented, the latter may encourage higher wage demands. Similarly, the redistribution of government spending from one programme area to another is likely to give rise to widespread protests from those on the receiving end of any cuts; so much so that governments tend to be restricted for the most part to changes at the margin rather than undertaking a radical reallocation of resources and may be tempted to fix budgetary allocations for a number of years ahead (e.g. the comprehensive spending review in the UK).

Other factors too – including changes in economic thinking, external constraints on borrowing and international agreements – can also play their part in restraining the use of fiscal policy as an instrument of demand management, whatever a government’s preferred course of action may be. Simple prescriptions to boost the economy through large-scale cuts in taxation or increases in government spending often fail to take into account the political and economic realities of the situation faced by most governments.

Mini case

Balancing the budget?

It is possible that when purchasing this book you had to go into overdraft because your expenditure on your education exceeded your current income. Governments often face similar problems of balancing their budgets, though normally for less laudable reasons! In the individual’s case, the ability to run up an overdraft tends to be constrained by the limits fixed by the lender(s), but what of governments: are there any restrictions on government borrowing to finance public (i.e. state) spending? The answer tends to be both ‘yes’ and ‘no’. On the one hand, the fact that a government is the one organisation with the ability to raise revenue through taxation tends to encourage lenders (e.g. those buying government stock and bonds) to loan governments huge sums of money, and to continue to do so should the need arise, safe in the belief that, in the last analysis, the government is unlikely to default. On the other hand, the political and economic ramifications of running persistent budget deficits tends to act as a constraint on government borrowing, albeit one that is essentially self-imposed.

It is interesting to note that governments sometimes willingly impose fiscal rules upon themselves in an effort to convince the financial markets that they aim to act responsibly with regard to public borrowing. In the Eurozone, for instance, public borrowing is restricted to 3 per cent of a country’s GDP – a fact which seems to have been ignored by some member states! In the UK, the current (2004) government has a so-called ‘golden
Monetary policy seeks to influence monetary variables such as the money supply or rates of interest in order to regulate the economy. While the supply of money and interest rates (i.e. the cost of borrowing) are interrelated, it is convenient to consider them separately.

As far as changes in interest rates are concerned, these clearly have implications for business activity, as circular flow analysis demonstrates. Lower interest rates not only encourage firms to invest as the cost of borrowing falls, but also encourage consumption as disposable incomes rise (predominantly through the mortgage effect) and as the cost of loans and overdrafts decreases. Such increased consumption tends to be an added spur to investment, particularly if inflation rates (and, therefore ‘real’ interest rates) are low and this can help to boost the economy in the short term, as well as improving the supply side in the longer term.5

Raising interest rates tends to have the opposite effect – causing a fall in consumption as mortgages and other prices rise, and deferring investment because of the additional cost of borrowing and the decline in business confidence as consumer spending falls. If interest rates remain persistently high, the encouragement given to savers and the discouragement given to borrowers and spenders may help to generate a recession, characterised by falling output, income, spending and employment, and by increasing business failure.

Changes in the money stock (especially credit) affect the capacity of individuals and firms to borrow and, therefore, to spend. Increases in money supply are generally related to increases in spending and this tends to be good for business prospects, particularly if interest rates are falling as the money supply rises. Restrictions on monetary growth normally work in the opposite direction, especially if such restrictions help to generate increases in interest rates which feed through to both consumption and investment, both of which will tend to decline.

As in the case of fiscal policy, government is usually able to manipulate monetary variables in a variety of ways, including taking action in the money markets to influence interest rates and controlling its own spending to influence monetary growth. Once again, however, circumstances tend to dictate how far and in what way government is free to operate. Attempting to boost the economy by allowing the money supply to grow...
substantially, for instance, threatens to cause inflationary pressures and to increase spending on imports, both of which run counter to government objectives and do little to assist domestic firms. Similarly, policies to boost consumption and investment through lower interest rates, while welcomed generally by industry, offer no guarantee that any additional spending will be on domestically produced goods and services, and also tend to make the financial markets nervous about government commitments to control inflation in the longer term (see Section 12.7.2 later).

This nervousness among market dealers reflects the fact that in modern market economies, a government’s policies on interest rates and monetary growth cannot be taken in isolation from those of its major trading partners and this operates as an important constraint on government action. The fact is that a reduction in interest rates to boost output and growth in an economy also tends to be reflected in the exchange rate; this usually falls as foreign exchange dealers move funds into those currencies which yield a better return and which also appear a safer investment if the market believes a government is abandoning its counter-inflationary policy. As the UK government found in the early 1990s, persistently high rates of interest in Germany severely restricted its room for manoeuvre on interest rates for fear of the consequences for sterling if relative interest rates got too far out of line.

12.5.3 Direct controls

Fiscal and monetary policies currently represent the chief policy instruments used in modern market economies and hence they have been discussed in some detail. Governments, however, also use a number of other weapons from time to time in their attempts to achieve their macroeconomic objectives. Such weapons which are designed essentially to achieve a specific objective – such as limiting imports or controlling wage increases – tend to be known as direct controls. Examples of such policies include:

- incomes policies which seek to control inflationary pressures by influencing the rate at which wages and salaries rise (see Chapter 13);
- import controls which attempt to improve a country’s balance of payments situation, by reducing either the supply of, or the demand for, imported goods and services (see Chapter 10);
- regional and urban policies which are aimed at alleviating urban and regional problems, particularly differences in income, output, employment, and local and regional decline (see Chapter 11).

12.6 Government and the macroeconomy: a comment

The macroeconomic model of the market-based economy described above demonstrates how governments can apply macroeconomic policies in pursuit of their objectives. Since these policies, as we have seen, impact both directly and indirectly on firms and/or their customers, a country’s decision makers can clearly play a significant role in shaping the environment within which businesses operate. Can we assume, therefore, that a government is in an all-powerful position to determine economic success or failure through its actions?
While there is no doubt that governments can have an impact on the business cycle, it is debatable how far an individual government is able to push the economy in the direction it wishes it to go. Apart from international and supranational developments (e.g. see Chapter 10 on the single European currency), which can limit a government’s freedom of economic decision making, a growing number of observers now believe that globalisation threatens to reduce the power of the nation-state significantly. As capital becomes ever more mobile, decisions concerning the movement of assets and the location of production increasingly rest in the hands of big corporations, particularly huge multinational enterprises (see Chapter 10). In these circumstances, the impact of government in shaping a favourable economic climate within which businesses can flourish must, by definition, remain limited.

12.7 The role of financial institutions

Interactions in the macroeconomy between governments, businesses and consumers take place within an institutional environment that includes a large number of financial intermediaries. These range from banks and building societies to pension funds, insurance companies, investment trusts and issuing houses, all of which provide a number of services of both direct and indirect benefit to businesses. As part of the financial system within a market-based economy, these institutions fulfil a vital role in channelling funds from those able and willing to lend, to those individuals and organisations wishing to borrow in order to consume or invest. It is appropriate to consider briefly this role of financial intermediation and the supervision exercised over the financial system by the central bank, before concluding the chapter with a review of important international economic institutions.

12.7.1 Elements of the financial system

A financial system tends to have three main elements:

1. **lenders and borrowers** – these may be individuals, organisations or governments;
2. **financial institutions**, of various kinds, which act as intermediaries between lenders and borrowers and which manage their own asset portfolios in the interest of their shareholders and/or depositors;
3. **financial markets**, in which lending and borrowing takes place through the transfer of money and/or other types of asset, including paper assets such as shares and stock.

Financial institutions, as indicated above, comprise a wide variety of organisations, many of which are public companies with shareholders. Markets include the markets for short-term funds of various types (usually termed money markets) and those for long-term finance for both the private and public sectors (usually called the capital market). Stock exchanges normally lie at the centre of the latter and constitute an important market for existing securities issued by both companies and government.
The vital role played by financial intermediaries in the operation of the financial system is illustrated in Figure 12.10 and reflects the various benefits which derive from using an intermediary rather than lending direct to a borrower (e.g. creating a large pool of savings, spreading risk, transferring short-term lending into longer-term borrowing, providing various types of fund transfer services). Lenders on the whole prefer low risk, high returns, flexibility and liquidity, while borrowers prefer to minimise the cost of borrowing and to use the funds in a way that is best suited to their needs. Companies, for example, may borrow to finance stock or work-in-progress or to meet short-term debts and such borrowing may need to be as flexible as possible. Alternatively, they may wish to borrow in order to replace plant and equipment or to buy new premises – borrowing which needs to be over a much longer term and which hopefully will yield a rate of return which makes the use of the funds and the cost of borrowing worthwhile.

The process of channelling funds from lenders to borrowers often gives rise to paper claims which are generated either by the financial intermediary issuing a claim to the lender (e.g. when a bank borrows by issuing a certificate of deposit) or by the borrower issuing a claim to the financial intermediary (e.g. when government sells stock to a financial institution). These paper claims represent a liability to the issuer and an asset to the holder and can be traded on a secondary market (i.e. a market for existing securities), according to the needs of the individual or organisation holding the paper claim. At any point, financial intermediaries tend to hold a wide range of such assets (claims on borrowers) which they buy or sell (‘manage’) in order to yield a profit and/or improve their liquidity position. Decisions of this kind, taken on a daily basis, invariably affect the position of investors (e.g. shareholders) and customers (e.g. depositors) and can, under certain circumstances, have serious consequences for the financial intermediary and its stakeholders (e.g. the bad debts faced by Western banks in the late 1980s and early 1990s).

Given the element of risk, it is perhaps not surprising that some financial institutions tend to be conservative in their attitude towards lending on funds deposited with them, especially in view of their responsibilities to their various stakeholders. UK retail banks, for instance, have a long-standing preference for financing industry’s working capital.
rather than investment spending, and hence the latter has tended to be financed largely by internally generated funds (e.g. retained profits) or by share issues. In comparison, banks in Germany, France, the USA and Japan tend to be more ready to meet industry’s medium- and longer-term needs and are often directly involved in regular discussions with their clients concerning corporate strategy, in contrast to the arm’s length approach favoured by many of their UK counterparts.6

12.7.2 The role of the central bank

A critical element in a country’s financial system is its central or state bank; in the UK, this is the Bank of England. Like most of its overseas counterparts, the Bank of England exercises overall supervision of the banking sector, and its activities have a significant influence in the financial markets (especially the foreign exchange market, the gilts market and the sterling money market). These activities include the following roles:

- banker to the government;
- banker to the clearing banks;
- manager of the country’s foreign reserves;
- manager of the National Debt;
- manager of the issue of notes and coins;
- supervisor of the monetary sector;
- implementer of the government’s monetary policy.

In the last case, the Bank’s powers were significantly enhanced following the decision by the new Labour government (1997) to grant it ‘operational independence’ to set interest rates and to conduct other aspects of monetary policy free from Treasury interference. This historic decision has given the Bank’s Monetary Policy Committee the kind of independence experienced by the US Federal Reserve and the Deutsche Bundesbank and has been designed to ensure that monetary policy is conducted according to the needs of the economy overall, particularly the need to control inflation.

12.8 International economic institutions and organisations

Given that external factors constrain the ability of governments to regulate their economy, it is appropriate to conclude this analysis of the macroeconomic context of business with a brief review of a number of important international economic institutions and organisations which affect the trading environment. One of these, the European Union, was discussed in Chapter 10. In the analysis below, attention is focused on the International Monetary Fund (IMF), the Organisation for Economic Cooperation and Development (OECD), the European Bank for Reconstruction and Development (EBRD), the World Trade Organisation (WTO) and the World Bank (IBRD).
12.8.1 The International Monetary Fund (IMF)

The IMF came into being in 1946 following discussions at Bretton Woods in the USA which sought to agree a world financial order for the post-Second World War period that would avoid the problems associated with the worldwide depression in the inter-war years. In essence, the original role of the institution – which today incorporates most countries in the world – was to provide a pool of foreign currencies from its member states that would be used to smooth out trade imbalances between countries, thereby promoting a structured growth in world trade and encouraging exchange rate stability. In this way, the architects of the Fund believed that the danger of international protectionism would be reduced and that all countries would consequently benefit from the boost given to world trade and the greater stability of the international trading environment.

While this role as international ‘lender of last resort’ still exists, the IMF’s focus in recent years has tended to switch towards helping the developing economies with their mounting debt problems and in assisting Eastern Europe with reconstruction, following the break-up of the Soviet empire. It has also been recently involved in trying to restore international stability following the global economic turmoil in Asia and elsewhere (see mini case earlier in this chapter). To some extent, its role as an international decision-making body has been diminished by the tendency of the world’s leading economic countries to deal with global economic problems outside the IMF’s institutional framework. The USA, Japan, Germany, France, Italy, Canada and Britain meet regularly as the Group of Seven (G7) leading industrial economies to discuss issues of mutual interest (e.g. the environment, Eastern Europe). These world economic summits, as they are frequently called, have tended to supersede discussions in the IMF and as a result normally attract greater media attention.

12.8.2 The Organisation for Economic Cooperation and Development (OECD)

The OECD came into being in 1961, but its roots go back to 1948 when the Organisation for European Economic Cooperation (OEEC) was established to coordinate the distribution of Marshall Aid to the war-torn economies of Western Europe. Today, it comprises 30 members, drawn from the rich industrial countries and including the G7 nations, Australia, New Zealand and most other European states. Collectively, these countries account for less than 20 per cent of the world’s population, but produce around two-thirds of its output – hence the tendency of commentators to refer to the OECD as the ‘rich man’s club’. Not surprisingly, other countries are keen to join the organisation and a number have recently been allowed to attend part of its annual ministerial meeting for the first time (e.g. Russia, China and India in 1999).

In essence, the OECD is the main forum in which the governments of the world’s leading industrial economies meet to discuss economic matters, particularly questions concerned with promoting stable growth and freer trade and with supporting development in poorer non-member countries. Through its council and committees, and backed by an independent secretariat, the organisation is able to take decisions which set out an agreed view and/or course of action on important social and economic issues of common concern. While it does not have the authority to impose ideas, its influence lies in its capacity for intellectual persuasion, particularly its ability through discussion to
promote convergent thinking on international economic problems. To assist in the task, the OECD provides a wide variety of economic data on member countries, using standardised measures for national accounting, unemployment and purchasing-power parities. It is for these data – and especially its economic forecasts and surveys – that the organisation is perhaps best known (see the following mini case).

**OECD predicts G7 recovery**

The OECD’s biannual assessments of the global economic outlook provide an authoritative insight into the interdependence between the world’s major economies and are an important source of reference for politicians, corporate decision makers and students of business and economics. In November 2003, for example, the OECD pointed to positive signs in the major industrial economies (e.g. revival in investor confidence) which suggested that economic recovery was underway after several years of stagnation. Led by a substantial surge in growth in the USA, the OECD predicted that the world’s richest economies would grow in 2004 at their fastest rate for three years and noted that even Japan appeared to have escaped from its decade long slump. To support and sustain this recovery, the OECD argued that the world’s central banks should stick to their policy of very low interest rates to ensure that customer demand was maintained and firms were encouraged to invest. In short, monetary policy should be designed to support the global upturn. The one source of concern for the OECD was the deterioration in government finances, with the global trend towards larger public deficits described as ‘frankly disturbing’. In the OECD’s opinion, governments had brought the problem upon themselves by failing to cut deficits when growth was stronger before the millennium downturn.

---

12.8.3 **The European Bank for Reconstruction and Development (EBRD)**

The aims of the EBRD, which was inaugurated in April 1991, are to facilitate the transformation of the states of Central and Eastern Europe from centrally planned to free market economies and to promote political and economic democracy, respect for human rights and respect for the environment. It is particularly involved with the privatisation process, technical assistance, training, investment in upgrading infrastructure and in facilitating economic, legal and financial restructuring. It works in cooperation with its members, private companies and organisations such as the IMF, OECD, the World Bank and the United Nations.

12.8.4 **The World Trade Organisation (WTO)**

The World Trade Organisation, which came into being on 1 January 1995, superseded the General Agreement on Tariffs and Trade (the GATT) which dated back to 1947. Like the IMF and the International Bank for Reconstruction and Development (see below), which were established at the same time, the GATT was part of an attempt to reconstruct the international politico-economic environment in the period after the end of the Second World War. Its replacement by the WTO can be said to mark an attempt to put the question of liberalising world trade higher up the international political agenda.
With a membership of over 100 states – and many more waiting to join – the WTO is a permanent international organisation charged with the task of liberalising world trade within an agreed legal and institutional framework. In addition, it administers and implements a number of multilateral agreements in fields such as agriculture, textiles and services, and is responsible for dealing with disputes arising from the Uruguay Round Final Act. It also provides a forum for the debate, negotiation and adjudication of trade problems and in the latter context is said to have a much stronger and quicker trade compliance and enforcement mechanism than existed under the GATT. Its credibility as a conciliation organisation, however, has frequently been tested by a number of acrimonious disputes between the USA and the EU over certain traded products including steel, bananas and hormone-treated beef.

12.8.5 The World Bank (IBRD)

Established in 1945, the World Bank (more formally known as the International Bank for Reconstruction and Development or IBRD) is a specialised agency of the United Nations set up to encourage economic growth in developing countries through the provision of loans and technical assistance. The IBRD currently has around 180 members.

12.9 Conclusion

Business and economics are inextricably linked. Economics is concerned with the problem of allocating scarce productive resources to alternative uses – a fundamental aspect of business activity. In market-based economies, this problem of resource allocation is largely solved through the operation of free markets, in which price is a vital ingredient. The existence of such markets tends to be associated primarily, though not exclusively, with democratic political regimes.

In all democratic states, government is a key component of the market economy and exercises considerable influence over the level and pattern of business activity – a point illustrated by the use of elementary circular flow analysis. A government’s aims for the economy help to shape the policies it uses and these policies have both direct and indirect consequences for business organisations of all kinds.

In examining the economic context in which firms exist, due attention needs to be paid to the influence of a wide range of institutions and organisations, some of which operate at international level. Equally, as markets become more open and business becomes more global, the fortunes of firms in trading economies become increasingly connected and hence subject to fluctuations that go beyond the boundaries or control of any individual state.
Case study

Perceptions of fiscal prudence

The UK Chancellor of the Exchequer’s Budget in March 2000 is probably remembered for the extra spending announced on health and education. Bolstered by a significant improvement in the public finances, Chancellor Gordon Brown was able to add an extra £1 billion to spending on schools and colleges and to pledge that expenditure on health care would rise by over 6 per cent more than the rate of inflation over the next four years. While these and a number of other planned spending increases looked set to loosen the government’s fairly tight ‘fiscal stance’, Brown nevertheless described his budget strategy as ‘prudent’ and ‘disciplined’. He was, he suggested, determined not to return to the familiar pattern of ‘boom and bust’ in the UK economy that had plagued successive post-Second World War administrations.

While many of the individual measures in the Budget were broadly welcomed, not everyone was convinced by the Chancellor’s overall strategy. The International Monetary Fund in its half-yearly health check of the global economy (see the IMF’s World Economic Outlook) described the decision to increase public spending as ‘regrettable’ and a ‘step in the wrong direction’ and warned that this would put extra pressure on monetary policy (i.e. interest rates) and on the exchange rate (i.e. the strength of sterling). The fear was that boosting economic activity through additional government spending could threaten higher inflation and higher interest rates and this would have adverse effects on businesses, especially exporters. According to The Economist (25 March 2000, p. 30), City analysts were surprised by the scale of the Chancellor’s spending plans and many were convinced that the Bank of England’s Monetary Policy Committee (MPC) would be forced to raise interest rates in order to dampen down inflationary pressures to the UK economy.

The government’s own view was that the increases in public spending were justified by the larger than anticipated surplus in the government’s finances that had accumulated over the previous fiscal year, largely as a result of an undershoot on planned public expenditure and an unexpected rise in government revenue from taxation. According to the Chancellor, fiscal policy was set to remain ‘tight’ over the next two years in line with previous budget forecasts and hence it was unlikely that either interest rates or inflation would be significantly affected.

To reassure the City and the markets, the Bank of England signalled that it would be examining the Chancellor’s Budget in case it threatened upward pressure on prices and interest rates (see, for example, the Guardian, 23 March 2000, p. 28). The concern in some quarters – including the Confederation of British Industry – was that the government’s budgetary strategy was being driven by political rather than economic considerations (i.e. the electoral cycle) and that the costs of the Chancellor’s fiscal largesse may ultimately have to be borne by industry. Should inflation threaten, the MPC would undoubtedly be forced to raise interest rates and this would increase borrowing costs and strengthen the pound on the foreign exchanges to the disadvantage of exporters. In the view of The Economist (25 March 2000), the primary macroeconomic objection to the Chancellor’s Budget was that he had left the Bank of England to deal with the existing inflationary pressures in the economy through interest rates rather than through a further tightening of fiscal policy (p. 30). Had he taken the latter course of dealing with
them himself, The Economist suggested that the Bank might have been able to cut borrowing costs and this would have helped exporters by weakening sterling. It might equally have added that a weaker pound also increases import prices, thereby adding to inflationary price rises in the economy, something both the government and the Bank of England are keen to avoid. You pay your money and take your choice!

Notes and references

4 See, for example, Griffiths and Wall (2001), Chapter 1.
5 Real interest rates allow for inflation.
7 The role of assisting reconstruction in Eastern Europe is also undertaken by the European Bank for Reconstruction and Development (EBRD).

Review and discussion questions

1 To what extent do you agree with the proposition that the market economy is the ‘best’ form of economic system? Do you have any reservations?
2 Explain how interest rates could be used to boost the economy. Why, then, do governments frequently hesitate to take such steps?
3 Using circular flow analysis, suggest why a large programme of capital expenditure by government (e.g. on new motorways, roads, railways) will benefit businesses. How could such a programme be financed?
4 Which businesses are likely to benefit from a recovery in a country’s housing market?
Assignments

1. Illustrate how circular flow analysis can be applied to the case study to explain the IMF’s concern over the UK government’s budgetary strategy.

2. You are a trainee journalist on a regional or national newspaper. As part of your first big assignment, you have been asked to provide information on the ‘privatisation’ of Eastern European economies. Using journals and newspapers, provide a scrapbook of information indicating the different ways in which Western companies have sought to exploit business opportunities in the ‘transition economies’.

Further reading

Neo-classical economics sees labour as one of the factors of production, exchanged in markets like other commodities and governed by the laws of demand and supply. People, however, are important in the economy both as producers and consumers of goods and services. For most products, people are the most important input into the production process; therefore the quantity and quality of labour available in an economy will have a considerable impact upon the economy’s ability to produce. The quantity and quality of labour available depends upon many factors including total population size, participation rates and the level of education and training.1

In this chapter we start by defining basic terms and looking at trends in the labour market in the UK and the EU. The neo-classical theory of the labour market is then considered along with other more modern theories. Our analysis concludes with an examination of a range of contemporary issues relevant to the organisation.
The workforce is the number of people who are eligible and available to work and offer themselves up as such. The size of the workforce will be determined by cultural and political factors such as the age at which people can enter employment (which in the UK is 16) and the age at which they leave employment. In the UK, the retirement age for men is 65 years, and for women will be 65 years by the year 2020. Those included in the definition of the workforce are:

- those in paid employment, even if they are over retirement age
- part-time workers
- the claimant unemployed
- members of the armed forces
- the self-employed.

These are the economically active. The size of the workforce in the UK in 2003 was 30.1 million which represents just over 50 per cent of the whole population.

Those excluded from the definition of the workforce are:

- students
- housewives
- the sick
- those in prison
- those who have taken early retirement.

These are classed as economically inactive. Table 13.1 shows the breakdown of the workforce for 2003 in the UK.

An important determinant of the size of the workforce is the participation rate or the proportion of the population who are economically active. Table 13.2 shows participation rates in the UK over the period 1979–2003.

### Table 13.1 Population of working age by gender and employment status, Spring 2003, UK (millions)

<table>
<thead>
<tr>
<th></th>
<th>Males</th>
<th>Females</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full-time employees</td>
<td>12.0</td>
<td>7.1</td>
<td>19.1</td>
</tr>
<tr>
<td>Part-time employees</td>
<td>1.3</td>
<td>5.0</td>
<td>6.3</td>
</tr>
<tr>
<td>Self-employed</td>
<td>1.8</td>
<td>0.6</td>
<td>2.4</td>
</tr>
<tr>
<td>Others in employment*</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>All in employment</td>
<td>15.2</td>
<td>12.8</td>
<td>28.0</td>
</tr>
<tr>
<td>ILO unemployed</td>
<td>0.9</td>
<td>0.6</td>
<td>1.5</td>
</tr>
<tr>
<td><strong>All economically active</strong></td>
<td><strong>16.1</strong></td>
<td><strong>13.5</strong></td>
<td><strong>29.6</strong></td>
</tr>
<tr>
<td><strong>Economically inactive</strong></td>
<td><strong>6.5</strong></td>
<td><strong>10.7</strong></td>
<td><strong>17.2</strong></td>
</tr>
<tr>
<td><strong>Population of working age</strong></td>
<td><strong>22.7</strong></td>
<td><strong>24.2</strong></td>
<td><strong>46.9</strong></td>
</tr>
</tbody>
</table>

* Those on government employment and training schemes and training programmes

Source: Adapted from Table 13.4, Labour Market Trends, Office for National Statistics © April 2003, Crown Copyright material is reproduced with the permission of the Controller of HMSO and the Queens Printer for Scotland.
Table 13.2 Participation rates by gender, UK, selected years (percentage of 16–59/64 year olds)

<table>
<thead>
<tr>
<th>Year</th>
<th>Men</th>
<th>Women</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>1979</td>
<td>91</td>
<td>63</td>
<td>77.2</td>
</tr>
<tr>
<td>1991</td>
<td>88</td>
<td>71</td>
<td>80</td>
</tr>
<tr>
<td>1992</td>
<td>86.7</td>
<td>71</td>
<td>79.2</td>
</tr>
<tr>
<td>1993</td>
<td>86</td>
<td>71</td>
<td>78.7</td>
</tr>
<tr>
<td>1994</td>
<td>85.6</td>
<td>71</td>
<td>78.6</td>
</tr>
<tr>
<td>1995</td>
<td>85.1</td>
<td>71</td>
<td>78.3</td>
</tr>
<tr>
<td>1996</td>
<td>85</td>
<td>71.4</td>
<td>78.5</td>
</tr>
<tr>
<td>1997</td>
<td>84.8</td>
<td>71.8</td>
<td>78.6</td>
</tr>
<tr>
<td>1998</td>
<td>84.3</td>
<td>71.9</td>
<td>78.4</td>
</tr>
<tr>
<td>1999</td>
<td>84.5</td>
<td>72.5</td>
<td>78.7</td>
</tr>
<tr>
<td>2000</td>
<td>84.6</td>
<td>79</td>
<td>72.9</td>
</tr>
<tr>
<td>2001</td>
<td>84.1</td>
<td>78.6</td>
<td>72.8</td>
</tr>
<tr>
<td>2002</td>
<td>83.9</td>
<td>78.6</td>
<td>73</td>
</tr>
<tr>
<td>2003</td>
<td>84.1</td>
<td>78.8</td>
<td>73</td>
</tr>
</tbody>
</table>


Two trends are visible – an increasing participation of women in the workforce and a falling participation rate amongst men. A major factor which has contributed to both trends is the change that has taken place in the industrial structure of the UK and similar trends are visible in most other industrialised economies. There has been a decline in the size of the manufacturing sector and consequently a loss of jobs in that sector – these were traditionally full-time male jobs – and at the same time a growth in the service sector where jobs are typically female and part-time. In addition to this, there are other factors which have specifically raised the participation rate of women – cultural factors such as smaller family sizes and the changing role of women in society and political factors like legislation to promote equal pay and treatment.

An economist would define unemployment as all of those able and willing to work but who are unable to find work. In the UK, there are at present two commonly used measures of unemployment both of which are reported in government statistical publications – the claimant count and the Labour Force Survey definition. The claimant count was adopted as a measure of unemployment in 1982 and counts unemployment as all those registered as able and willing to work and in receipt of benefit. It has long been argued that this is an inaccurate measure of unemployment since it will overstate true unemployment (as it will include those who are working but fraudulently receiving benefit) and at the same time understate unemployment by excluding many who would regard themselves as unemployed but who are not eligible for benefit (many married women, for example). In recognition of these problems, an additional measure of unemployment has become accepted which is derived from the Labour Force Survey (LFS). This defines unemployment on the basis of a survey of 150,000 people each quarter as:

- those who were without a job at the time of the survey;
- *and* were available to start work within two weeks;
- *and* actively looked for work in the last four weeks;
- *or* had found a job and were waiting to start.
Table 13.3 gives a comparison of the two measures for selected years and shows that the LFS measure is consistently higher than the claimant count. The LFS definition is the one which is accepted by the International Labour Office for international comparisons. The main reason for the difference between the two measures of unemployment is that people who were previously economically inactive have been encouraged into the labour market to seek work and have by definition become unemployed. They therefore appear under the LFS definition, but because they have not been claiming Job Seeker’s Allowance, they do not appear under the claimant count.

Unemployment tends to move in a cyclical way, rising in times of recession and falling in times of boom. From Table 13.3 it can be seen that the level of unemployment in the UK has fallen rapidly according to both definitions over the past decade or so, and that the downward trend continues.

Like unemployment, the level of employment also moves in a cyclical way. There is not, however, an exact negative relationship between the level of unemployment and the level of employment. It is possible that when a job is filled (and therefore the level of employment goes up) that it is taken by someone who is not counted as unemployed (and there will not therefore be a corresponding drop in unemployment). This could either be because they are not included in the definition of unemployment or perhaps because they are already employed. In spring 1999, there were 1.3 million people in the UK with more than one job. Figure 13.1 shows what has happened to the level of employment in the UK over the period 1987–2003.

The total level of employment has risen over the 16-year period for both men and women. The total number of men employed has increased by around 5 per cent, while for women the increase is around 20 per cent. This illustrates the changes that have taken place in the participation rates of men and women. It is forecast that if present trends continue, the number of women in the workforce will exceed the number of men by the year 2010. Figure 13.1 makes no distinction between full-time and part-time jobs. Table 13.4 gives a more detailed breakdown of employment for five selected years in this time period.
This table shows a quite different pattern for employment between the genders. In 1997, women represented 33 per cent of all those working full-time and 81 per cent of those working part-time. For men, the percentage working part-time has increased over the time period from 5 per cent in 1987 to 10 per cent in 2003. The number of full-time jobs over the period has risen by 2.5 per cent, while the number of part-time jobs has risen by just over 23 per cent in the same time period. This, together with other evidence, has been used to argue that there has been a fundamental change in the way we organise our working lives.

Table 13.4 Breakdown of total employment by gender (16–59/64), UK (000s, percentages in brackets)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In employment</td>
<td>14,065</td>
<td>14,021</td>
<td>14,451</td>
<td>15,100</td>
<td>15,212</td>
</tr>
<tr>
<td>Part-time</td>
<td>635 (5%)</td>
<td>816 (6%)</td>
<td>1,150 (8%)</td>
<td>1,361 (9%)</td>
<td>1,593 (10%)</td>
</tr>
<tr>
<td>Full-time</td>
<td>13,407 (95%)</td>
<td>13,197 (94%)</td>
<td>13,294 (92%)</td>
<td>13,735 (91%)</td>
<td>13,619 (90%)</td>
</tr>
<tr>
<td>Women</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In employment</td>
<td>10,205</td>
<td>10,975</td>
<td>11,429</td>
<td>12,262</td>
<td>12,883</td>
</tr>
<tr>
<td>Part-time</td>
<td>4,335 (43%)</td>
<td>4,668 (43%)</td>
<td>4,977 (46%)</td>
<td>5,438 (44%)</td>
<td>5,686 (44%)</td>
</tr>
<tr>
<td>Full-time</td>
<td>5,854 (57%)</td>
<td>6,301 (57%)</td>
<td>6,449 (54%)</td>
<td>6,822 (56%)</td>
<td>7,197 (56%)</td>
</tr>
</tbody>
</table>

Source: Adapted from Table B.1, Labour Market Trends (April 2004), Office for National Statistics © 2004, Crown Copyright material is reproduced with the permission of the Controller of HMSO and the Queens Printer for Scotland.
Flexibility in the labour market

As far back as the 1960s, commentators were predicting that working practices would change, that automation would mean that we would spend less time at work and more time at leisure. There has certainly been an increase in non-standard employment practices, like part-time employment and temporary employment, and increased numbers of people are working from home. Some international comparisons are shown in Table 13.5

Table 13.5 Flexibility in the labour market in selected countries, 1993 and 2002

<table>
<thead>
<tr>
<th></th>
<th>Proportion of part-time workers</th>
<th>Proportion of employees in temporary employment</th>
</tr>
</thead>
<tbody>
<tr>
<td>UK</td>
<td>22</td>
<td>23</td>
</tr>
<tr>
<td>France</td>
<td>12.5</td>
<td>13.2</td>
</tr>
<tr>
<td>Germany</td>
<td>12</td>
<td>19</td>
</tr>
<tr>
<td>USA</td>
<td>14</td>
<td>12.5</td>
</tr>
<tr>
<td>Japan</td>
<td>21</td>
<td>25</td>
</tr>
</tbody>
</table>

Source: Adapted from Figures 1 and 4, Labour Market Trends (January 2004), Office for National Statistics © 2004, Crown Copyright material is reproduced with the permission of the Controller of HMSO and the Queen’s Printer for Scotland.

Part-time employment

It is difficult to make international comparisons of the incidence of part-time employment as definitions differ from country to country. Table 13.5 uses the OECD definition of part-time employment which is working 30 hours or less per week. There is a great deal of difference between countries but in all countries shown, except the USA, there has been an increase in the incidence of part-time employment.

Temporary employment

Again, there are problems with international comparisons due to definitions but in Table 13.5 self-diagnosis has been used. We can see that the incidence of temporary employment has increased everywhere except for the USA. Of those in temporary employment in the UK, the percentage who were unable to find permanent employment (28 per cent) and those who did not want permanent employment (30 per cent) were similar. This suggests that for many, temporary employment is a positive choice.

Home working

Recent international comparisons of the proportions involved in home working are not available but in the UK the incidence has increased. In 2002, 441,000 (3.6 per cent) of women and 202,000 (1.4 per cent) of men in employment worked at home.

In addition to the non-standard employment practices discussed here, there are others – flexitime, term-time working, shift working and job sharing. All of these are more prevalent for women than for men in all countries (see the case study at the end of this chapter for further discussion of gender differences).
In 2003, 7.6 per cent of the workforce belonged to ethnic minority groups and, as Table 13.6 shows, there are great differences in economic activity rates between ethnic origins. The white population has higher employment rates than ethnic minority groups and lower unemployment rates, but there are also big differences between ethnic minority groups. Although not shown, these differences are most pronounced among women. Part of the explanation for these differences lie with the demographic characteristics of each ethnic group, the qualifications held, and the geographical and occupational location of ethnic groups.³

### Table 13.7 Wages and education – gross weekly earnings by highest qualification, all employees aged 16–64, UK, Spring 2000

<table>
<thead>
<tr>
<th>Highest qualification</th>
<th>Weekly earnings (£)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degree or equivalent</td>
<td>520</td>
</tr>
<tr>
<td>HE below degree level</td>
<td>390</td>
</tr>
<tr>
<td>GCE A level or equivalent</td>
<td>320</td>
</tr>
<tr>
<td>GCSE grades A–C or equivalent</td>
<td>240</td>
</tr>
<tr>
<td>GCSE grade D–G or equivalent</td>
<td>260</td>
</tr>
<tr>
<td>No qualifications</td>
<td>200</td>
</tr>
</tbody>
</table>

Differences in wages exist both between and within occupations, and some of the theoretical explanations for these are considered in this chapter. Table 13.7 shows that weekly wages are higher for those with educational qualifications and the higher the highest qualification, the higher the weekly income.

---

### Key concept: Labour market

The labour market is the market in which labour is exchanged for money. It is the market where salaries and conditions of employment are determined in relation to the demand for labour (from firms) and the supply of labour (from individuals). Although the labour market is often used as a term, there is not just one labour market. There will be lots of different labour markets depending upon the type of
We now turn to more theoretical considerations. Neo-classical economics sees labour as one of the factors of production, and in the short run it is the only variable factor. If the firm wishes to increase production in the short run, it can only do so by using more labour. In the longer run, the firm can also use more capital and/or land. Labour is exchanged in the labour market according to the laws of demand and supply. Wages are seen as the price which responds to changing market conditions. In short, we return, yet again, to basic demand and supply analysis.

13.3.1 The demand for labour

The demand for labour is seen as a derived demand – it is only demanded by firms because it produces something that is in demand. The greater the demand for a product, the greater will be the demand for the labour which produces it. The elasticity of the demand for a particular type of labour will depend upon the elasticity of demand for the product and its relative importance in the production process. The easier it is to substitute capital for labour in the production process, the more elastic will be the demand for that type of labour. The demand that firms have for labour will depend upon its productivity – more particularly, the marginal product of labour. This has been fully discussed in Chapter 5, but will be further developed here.

The principle of diminishing returns tells us that as more labour is used, eventually the marginal product of labour will fall. This was illustrated in Table 5.3. So how can the firm determine the optimal number of workers to employ? To do this the firm needs to know the marginal product of each worker and from that the revenue derived from each worker. Assuming that the product being produced in Table 5.3 sells for £20 per unit, Table 5.3 can be recalculated in terms of money rather than physical units of output (see Table 13.8). Columns (1) and (2) appear in Table 5.3. Column (3) is the marginal revenue product or the revenue added by each additional worker, and is obtained by multiplying the marginal (physical) product of labour by the price at which that output sells, £20. Column (4) is the average revenue product per worker, obtained by multiplying Column (2) by £20.
Table 13.8 The marginal revenue and average revenue of labour

<table>
<thead>
<tr>
<th>No. of workers</th>
<th>(1) Marginal product</th>
<th>(2) Average product</th>
<th>(3) Marginal revenue product (£)</th>
<th>(4) Average revenue product (£)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>10</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>15</td>
<td>400</td>
<td>300</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>20</td>
<td>600</td>
<td>400</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>25</td>
<td>800</td>
<td>500</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>30</td>
<td>100</td>
<td>600</td>
</tr>
<tr>
<td>6</td>
<td>80</td>
<td>38</td>
<td>1,600</td>
<td>760</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>47</td>
<td>2,000</td>
<td>940</td>
</tr>
<tr>
<td>8</td>
<td>80</td>
<td>51</td>
<td>1,600</td>
<td>1,020</td>
</tr>
<tr>
<td>9</td>
<td>60</td>
<td>52</td>
<td>1,200</td>
<td>1,040</td>
</tr>
<tr>
<td>10</td>
<td>40</td>
<td>51</td>
<td>800</td>
<td>1,020</td>
</tr>
<tr>
<td>11</td>
<td>20</td>
<td>48</td>
<td>400</td>
<td>960</td>
</tr>
<tr>
<td>12</td>
<td>10</td>
<td>45</td>
<td>200</td>
<td>900</td>
</tr>
</tbody>
</table>

Average revenue product and marginal revenue product are plotted in Figure 13.2. It should be remembered that in constructing this figure (and in keeping with the spirit of neo-classical economics), it has been assumed that the product is being sold in a perfectly competitive market where the firm can sell as much as it likes at the going market price.

If this information is available to the firm, it is possible to determine the optimal number of workers to hire. As long as the workers are bringing in more revenue than it costs to hire those workers (i.e. the marginal revenue product is greater than the wage), it
will pay the firm to employ more workers. If the cost of hiring exceeds the marginal revenue product, the firm will be incurring losses. Therefore the firm will hire workers up to the point where the wage rate is equal to the marginal revenue product (note that this is another way of expressing the marginal cost = marginal revenue rule). In Figure 13.3, at wage rate equal to £W, the farmer will hire OL workers, if the wage rate falls to £W₁, the farmer will hire more workers (OL₁).

The marginal revenue product curve shows the relationship between wages (or price) and the quantity demanded of labour. It is therefore the demand curve for labour but only the downward-sloping part which lies below the average revenue product curve. Where the average revenue product is below the wage rate, the firm would not hire workers since it would not be covering average costs and would therefore be incurring losses on each worker employed.

In deriving this demand curve, many assumptions have been made:

- The firm is a profit maximiser.
- The product is being sold in a perfectly competitive market.
- Labour is available freely and at a constant wage rate.
- No changes occur in the productivity of labour.

All of these are unrealistic assumptions but can largely be incorporated into the theory. For example, if the product is being sold in an imperfectly competitive market, there will not be a constant price for the product but marginal revenue product will still be obtained in the same way. If the productivity of labour changes, there will be a shift in the MRP curve. Despite the drawbacks of neo-classical theory, it has established that the firm will hire labour up to the point where the cost of hiring is equal to the revenue derived from hiring.

![Figure 13.3 The demand curve for labour](image-url)
The demand curve for labour for the whole industry is not the summation of the individual firm's demand curves, since the MRP curve is derived on the assumption that the price of the product remains constant. This will not be the case for the whole industry. As firms use more labour, there will be an increase in the output of the product which will lead to a fall in the price of the product and therefore there will be a different MRP curve for every possible price. The industry demand curve will still be downward sloping but will be more inelastic than the individual MRP curves.4

13.3.2 The supply of labour

The total supply of labour in an economy depends upon factors such as the total population, participation rates and the number of hours worked. In this section the supply of labour is considered from the point of view of the individual and for occupations as a whole. As far as the individual is concerned, if they have freedom over the number of hours worked, they are faced with a choice between work or leisure (see Chapter 5 for a further discussion).

As the hourly wage rate increases, the individual at first chooses to work more hours – the supply curve for labour is normally shaped (AB) (see Figure 13.4). After a certain point, however, the supply curve bends backwards on itself indicating that fewer hours are worked (BC). This is because the individual is choosing leisure time rather than work.5 The individual will not necessarily be experiencing a drop in income since the lower number of hours worked might be compensated by a higher hourly wage rate. As income levels in an economy increase, there is generally an increase in the demand for leisure. Except for the self-employed, however, there are not many jobs where individuals have complete control over the number of hours worked. The majority work contractual hours which are determined by employers, possibly in conjunction with trade unions.

Figure 13.4 The individual's supply curve for labour
Although the labour supply curve of the individual may be backwards sloping after a certain point, this will not be true for a particular occupation. The supply curve of labour to a particular occupation will be normally shaped since increasing wages will encourage workers into particular occupations and so there will be an increase in the quantity of labour supplied.

13.3.3 The determination of wages in a particular occupation

According to neo-classical economic theory, the wage rate will be determined by the interaction of demand and supply (see Figure 13.5). The equilibrium wage rate is £OW; any changes in demand or supply will lead to a change in the equilibrium wage rate. If the demand for labour increases to D₁, at the old wage rate there will be a shortage of labour. The equilibrium wage rate will rise to £OW₁ to clear the market. As the wage rate for this occupation is now higher than previously, in the longer term more labour will be attracted into this industry, the supply of labour will rise (S₁) and the wage rate will fall. Thus the equilibrium wage rate changes in response to changes in demand and supply factors.

If some occupations command higher wages, labour will be encouraged to move into these occupations from lower-paid ones. Thus in a perfect labour market with no barriers to mobility and no differences in productivities, wage rates across occupations will eventually converge. Clearly this is not the case in practice; large differentials in wages exist between occupations. How can this happen? In neo-classical economics the explanation for wage differentials lies in differences between marginal productivities of workers. The focus therefore is on the characteristics of individual participants in the labour markets.

There are a number of shortcomings in the neo-classical theory of the labour market:

1. It is very difficult in practice to measure the marginal productivity of workers.
2. The theory implies that wages will be flexible both upwards and downwards in the face of changing market conditions. In reality this is not usually the case. In times of labour short-
age, it is common for firms to make greater use of overtime rather than offer higher wages. Similarly, in times of excess labour supply, in the short term at least, the firm is likely to use less overtime and more short-time working. Firms adjust quantities rather than wages.

3 The fundamental assumption of neo-classical theory is that markets clear, and therefore, in the case of labour markets, there can be no unemployment. Again, this is not in keeping with reality as unemployment does exist, and often it co-exists with unfilled vacancies!

4 Neo-classical economics predicts that workers in the same occupation with the same level of ability will be paid the same wages. This is often not the case; there are differentials both between and within occupations. In an attempt to explain differentials between occupations, neo-classical economics can be made more realistic by relaxing the assumption of perfect mobility of labour.

The labour supply curve is drawn on the assumption that labour is perfectly mobile. Again this is open to dispute. People are frequently geographically immobile for a variety of reasons:

- The cost of moving. It is an expensive business to move to another part of the country, particularly to areas where housing costs are high, like London.
- There may be shortages of housing in certain areas, or it may be difficult or even impossible to sell a house in other areas.
- There may be social ties in the form of family and friends that people may be reluctant to leave.
- For people with children, schooling will be important. For example, parents are reluctant to relocate when their children are working for GCSE or A level examinations.

People are also occupationally immobile for the following reasons:

- Some jobs require a natural ability that an individual might not possess (e.g. entertainers, footballers).
- Training is required by many occupations (e.g. doctors, engineers). Without this training, an individual could not do the job and the length of training may be a deterrent.
- To enter some occupations (e.g. starting up your own business), a certain amount of capital is required. In some cases the amount of capital needed will be very high and for many this may be a barrier to entry.

Figure 13.6 Wage differentials: (a) inelastic supply; (b) elastic supply
In addition to these barriers many occupations have strong professional bodies (e.g. accountancy) or strong trade unions (e.g. the closed shop) which regulate entry to an occupation. The higher these barriers are to mobility in an occupation, the more inelastic will be the supply of labour to that occupation. The supply of brain surgeons is likely to be highly inelastic due to the qualifications and skill needed and the length of training. If there is a shortage of brain surgeons, it would be very difficult to increase supply quickly because of these factors. Unskilled labour is likely to have a much more elastic supply.

Figure 13.6 shows two labour markets with differing supply curves: (a) has inelastic supply (e.g. doctors or engineers) and (b) has elastic supply (unskilled workers). In both cases it is assumed that the demand curves are identical, as are the shifts in the demand curves.

In Figure 13.6, the wage rate starts at \( \text{£OW} \) in both occupations. Assuming that demand increases in each market by the same amount (\( D \) to \( D_1 \)), the wage rate will increase to \( \text{£OW}_1 \). For occupation (a), this will be higher than for occupation (b). A differential has opened up in wages. The qualifications and length of training needed to become a doctor have influenced the supply curve of labour such that this occupation commands a higher salary than unskilled occupations. This differential will not be competed away because of the barriers to mobility which exist and in fact this differential has an important role to play in persuading individuals to go through the long and demanding training process to become a doctor (see Section 13.4 below). Differentials also exist for jobs which are dirty or dangerous, as supply might not be forthcoming if wages did not reflect these factors.

Differing levels of productivity of labour and barriers to mobility, insofar as they affect the demand and the supply of labour, go a long way to explaining wage differentials between occupations. There are also wage differentials within occupations which could be due to the incremental scales which are common within organisations, the influence of performance-related pay or regional differences in the availability of labour or in the cost of living. The existence of incremental scales is largely based on an acceptance of the idea that with time and experience workers become more productive.

### 13.4 Human capital approach

**Key concept: Human capital**

Human capital refers to the stock of expertise accumulated by a worker. This stock of expertise partly stems from natural ability, but also comes from experience and from investment in education and training. As with investment in machinery, the purpose of investment in human capital is to increase the productivity. Neoclassical economic theory implies that wages are related to productivities, so that skilled labour is paid more than unskilled. The human capital approach argues that education and training make people more productive and therefore eligible for higher returns. So differentials in wages are due to different productivities which in turn are due to different investment levels in human capital.
13.4.1 The evidence: education

Investment in education helps the individual to find employment. The Labour Force Survey (2003) found that men aged 16–64 with no educational qualifications were less likely to be employed (57 per cent) than those with any educational qualification (83 per cent) and much less likely to be employed than those with the highest qualification (90 per cent).

The relationship between employment and education was less marked for women, who were more likely to be classified as economically inactive. Investment in education also helps the individual to enter internal labour markets (see Section 13.5). In addition, Table 13.7 shows that there is a premium to education – the higher the level of educational achievement, the higher the average salary. Evidence shows that this additional earning power only applies to traditional academic qualifications and not to vocational qualifications. In the UK, for example, an advanced GNVQ is supposed to be equivalent to two A levels but in earning power only appears to be worth as much as five good grade GCSEs.

Like investment in machinery, investment in human capital involves a financial outlay now in order to generate future income. How does the individual decide how much to invest in education? A useful technique used in investment appraisal is cost-benefit analysis which compares the costs and benefits of a project (see also Chapter 14). All of the costs and all of the benefits of a project need to be identified and quantified in monetary terms. Consider the choice faced by an 18-year-old on leaving school – to go on to higher education or to get a job. The costs of going on to higher education are all incurred now – the cost of the course, the cost of books, living expenses and also the opportunity cost of staying on in education – the salary that would have been earned if the individual had entered employment. The benefits are mostly in the future – a greater likelihood of securing a good job and the increased earnings that can be expected. These costs and benefits cannot be directly compared since the value of money is not the same now as in the future because of the impact of inflation. Future flows of money need to be discounted at an appropriate rate of interest. Once this has been done, the costs and benefits can be compared and the net present value can be calculated. If this is positive, the benefits outweigh the costs and it is worth the individual staying on in education.

As with any cost-benefit analysis, there are problems in the identification and quantification of all costs and benefits. Future benefits are expected future benefits and are therefore not certain. The choice of appropriate discount rate is also problematic since the future flows might stretch some time into the future and long-term forecasting of inflation will be necessary. It is extremely unlikely that an 18-year-old will sit down and carry out a detailed cost-benefit analysis on entry into higher education. But the fact that the introduction of tuition fees for higher education courses in 1998 led to a 2.5 per cent fall in applications to university implies that some sort of evaluation of relative costs and benefits does take place, albeit on an ad hoc basis. The fall is greater for mature students for whom the opportunity cost will be higher.

13.4.2 The evidence: training

The same sort of analysis can be applied to on-the-job training which represents an investment in human capital which increases productivity. The decision on how much training to invest in is complicated by the fact that training can be financed by the firm as well as the individual. Two types of training can be identified:
1 General training which involves the acquisition of skills which are widely applicable like the use of word-processors. Although such skills will enhance the productivity of the individual and therefore benefit the firm too, there is little incentive for the firm to finance the cost of training since these skills are highly transferable and will increase the potential earning power of the individual outside the firm. An organisation which spends a great deal on training its employees in general skills runs the risk of losing these employees to firms which are able to pay higher wages simply because they do not finance such training.

2 Specific training which involves the acquisition of skills which are highly specific to the firm – knowledge of a particular filing system, for example. This type of training also increases productivity but there is much more incentive for the firm to finance this type of training since the skills would be virtually useless to the individual outside of the firm and would not increase the possibility of poaching.

This distinction raises the question of who should finance on-the-job training. If both firms and individuals benefit as a result of such training, the cost should be shared between them. An example of the sharing of costs of training is provided by the apprenticeship system where apprentices are gaining general skills in a particular field. Employers make the apprentices bear some of the cost of training by paying them low wages to begin with (below their current marginal productivity) on the understanding that their wages will rise fairly rapidly during the apprenticeship. There are also social benefits involved in education and training since the country as a whole benefits from having an educated and well-trained workforce. For this reason, the government has also become involved in the finance of education and training.

The underlying assumption made so far is that education make individuals more productive; therefore graduates receive higher returns than those without educational qualifications. However, there is another way of looking at this. It is easy to see why a degree in accounting and finance would be helpful in the banking sector but is the same true for a degree in philosophy? It could be that a degree does not actually increase productivity but it acts as a signal to employers that this individual has a high level of innate ability and the potential for high productivity.7 Higher education is performing a screening function for firms by identifying individuals with higher potential productivity levels.

### 13.5 Segmented labour market theory

**Segmented labour market** theory takes the view that the traditional neo-classical view of the working of the labour market is inadequate. It sees the labour market as fragmented into numerous non-competing groups – the markets for unskilled manual workers in the car industry and doctors, for example. The wages of unskilled manual car workers in the car industry are likely to respond to the forces of demand and supply (as outlined in Section 13.3), since the emergence of a wage differential is likely to encourage unskilled manual workers from other sectors. Such movement, however, is not possible into highly skilled occupations like medicine and engineering. Therefore there is not likely to be such a relationship between wage levels – the labour market is segmented.

Segmented labour market theory stems from divisions within production which have given rise to a ‘core’ and a ‘periphery’. **Core production** is for mass markets using capital-intensive, large-scale production techniques. Profitability in this sector depends
upon a high and stable level of output which firms seek to achieve by protecting themselves from competitive market forces. This can be accomplished by securing monopolistic positions within markets and by creating a sector of firms dependent on the core (through things like subcontracting) which bears the risks of fluctuations in output. These dependent firms, together with firms engaged in small-scale or specialised production, form the periphery – a sector fully exposed to competitive market forces.

This dualism in production is reflected in the labour market and employment. Peripheral firms, being at the mercy of core firms and market forces, require a cheap and flexible workforce. Because their technology is labour-intensive and productivity and profitability low, employment in peripheral firms is often poorly paid, unskilled and insecure. In marked contrast, core firms require a stable and usually skilled workforce. One response to this need is the creation of internal labour markets (ILMs) which by regulating recruitment, promotion, pay and conditions will reduce labour turnover and secure a stable labour force for the firm. Access to ILMs is often limited to one or two ‘ports of entry’ with subsequent progression up a job ladder being dependent upon the acquisition of skills and experience. Thus employment in core firms is characterised by good pay and conditions, security of employment and a career structure.

Workers unable to gain access to ILMs will be forced to compete on open or external labour markets (ELMs) for jobs in peripheral firms where the stability of employment is not crucial or where a ready supply of labour is always available, as is the case with unskilled labour. Such jobs will inevitably tend to be low-paid, insecure and will offer little by way of a career. The labour market thus becomes divided into two: a primary sector consisting of ‘good jobs’ in ILMs and a secondary sector comprising ‘poor jobs’ in ELMs. Internal labour markets are not necessarily internal to an organisation but can apply to occupations: for example, in the medical profession, there are rules and regulations that apply to inter-hospital transfers of doctors.

One of the criticisms of segmented labour market theory is that it is overly simplistic and that there are additional segmentations which exist, especially among primary workers where segmentation may occur on the basis of the extent to which jobs involve decision making. Differences in ILMs will reflect variations in technology, industrial structure and corporate organisation. Table 13.9 attempts to catch some of this complex pattern.

Segmented labour market theory has implications for groups that do not possess (or are not believed to possess) the characteristics required by primary jobs – skills, above average productivity, career commitment. These groups will tend to be excluded from entry into the ILMs of the primary sector. Thus there will be differential access to good jobs. This contributes towards an explanation of wage differentials between gender and ethnic origin and the increased incidence of female part-time workers. Part-time work is usually lower-paid and less secure. Craig et al. (1985) argue that the causation can run from the characteristics of the workforce to the status of the job. Jobs that are predominantly done by women will tend to be regarded as unskilled and of low status simply because they are done by women.

This theory has been further extended into the debate about the flexible firm. It is argued that increased risk caused by greater uncertainty and rapidly changing business conditions has led firms to seek organisational arrangements which allow the maximum scope for the adjustment of production. The flexible firm is illustrated in Figure 13.7.
### Table 13.9 Labour market structure

<table>
<thead>
<tr>
<th>Labour market dimension</th>
<th>Internal</th>
<th>External</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary</strong></td>
<td>High wages</td>
<td>High wages</td>
</tr>
<tr>
<td></td>
<td>Good conditions</td>
<td>Good conditions</td>
</tr>
<tr>
<td></td>
<td>Strong unionisation</td>
<td>Variable unionisation</td>
</tr>
<tr>
<td></td>
<td>Skilled work</td>
<td>Advanced technology</td>
</tr>
<tr>
<td></td>
<td>Advanced technology</td>
<td>Relatively autonomous work control</td>
</tr>
<tr>
<td></td>
<td>Autonomous work control</td>
<td>Little promotion</td>
</tr>
<tr>
<td></td>
<td>Substantial promotion</td>
<td>Examples</td>
</tr>
<tr>
<td></td>
<td><strong>Examples</strong></td>
<td>Engineering assembly, lower-order banking</td>
</tr>
<tr>
<td></td>
<td>Oil, electricity, higher-order services</td>
<td></td>
</tr>
<tr>
<td><strong>Secondary</strong></td>
<td>Variable wages</td>
<td>Low wages</td>
</tr>
<tr>
<td></td>
<td>Poor conditions</td>
<td>Primitive workshop conditions</td>
</tr>
<tr>
<td></td>
<td>Low unionisation</td>
<td>Little unionisation</td>
</tr>
<tr>
<td></td>
<td>Advanced technology</td>
<td>Simple technology</td>
</tr>
<tr>
<td></td>
<td>Supervised work control</td>
<td>Rigid work rules</td>
</tr>
<tr>
<td></td>
<td>Little promotion</td>
<td>Little promotion</td>
</tr>
<tr>
<td></td>
<td><strong>Examples</strong></td>
<td>Examples</td>
</tr>
<tr>
<td></td>
<td>Engineering components, retailing</td>
<td>Textiles, footwear, food-processing</td>
</tr>
</tbody>
</table>

*Source: Adapted from Loveridge and Mok (1979).*

### Figure 13.7 The flexible firm

*Source: Atkinson, Personnel Management, August 1984.*
Firms will attempt to reduce the number of jobs which are essential to their activities to the irreducible ‘core’. The distinguishing feature of core jobs is that they require skills which are specific to the firm and in which the firm often has an investment through training. Core employees will be drawn from primary labour markets and they will have relatively high wages and job security. Even within the core, however, firms will seek functional flexibility in the form of arrangements which allow labour to be switched from one activity to another.

Beyond the core is the periphery which is where the firm can achieve numerical flexibility. As Figure 13.7 shows, this is subdivided into a number of categories. Periphery I refers to employees of the organisation who carry out low-level tasks which involve little or no decision making and who receive lower rewards than core employees. These employees are drawn from the secondary labour market and although they have a degree of job security (e.g. fixed-term contracts) it is not as high as for core workers. Periphery II would include those who find it difficult to break into the ILM and would include those on temporary, often part-time, contracts. In some cases numerical flexibility is achieved through the hiring and firing of peripheral employees.

In addition to these peripheral employees, firms can cease to employ labour at all in some activities, preferring instead to shed risk by subcontracting or using agency staff. The flexible firm can terminate these arrangements more cheaply than if it were to hire and fire corresponding labour itself. Workers in subcontracting firms or in agencies are peripheral workers because their employment is ‘risky’ and dependent upon the custom of the core firm. Such peripheral firms often reflect this by poor working conditions, low pay and insecurity of employment. In some cases, however, this is not true – there are some subcontractors (e.g. accountants or management consultants) who have the working conditions and rewards commensurate with core workers. For these workers the decision to remain outside the firm is a deliberate one. To explain this apparent contradiction Figure 13.8 has been drawn to bring together Table 13.9 and Figure 13.7. It can be seen that the self-employed subcontractor like the accountant or management consultant would fall into the primary/external cell and have all of the corresponding characteristics of the primary workforce. In fact, better accountants or management consultants could quickly exploit their market power and command higher wages than core workers.

The search by firms for flexible modes of production may have the effect of discriminating against certain groups. Overtime and temporary employment is likely to be taken by those whose attachment to the labour market is marginal or who have difficulty in reconciling work and domestic commitments and whose market position is therefore weak. Over the last 20 years there has been a massive expansion in the employment of women, nearly all in part-time employment.

A number of critiques of the flexible firm model have been put forward. One problem is how to define the core and the periphery. Although this sounds easy in practice, an organisation will have a variety of employment contracts with different groups and distinctions become blurred. Although there is evidence that organisations are making more use of flexible working, it is debatable whether this is the result of strategic decisions on the part of the firm in order to increase efficiency. More often it is about cutting costs and in some cases it is a response to a particular problem. In the National Health Service, for example, the old rigid shift system for nurses has caused major recruitment and retention problems. The response has been the introduction of more flexible working hours, temporary contracts, part-time hours and a return to nights-only contracts. Another possible reason for increased flexibility in the labour force is that most of the
growth in industrialised economies over recent years has been through the service sector where part-time jobs are much more common. The flexible firm model was originally applied to the manufacturing sector. There are also costs involved in flexibility: the cost of training temporary staff, a possible lack of commitment on the part of temporary staff, and possible conflicts between temporary and permanent employees. A recent report which throws doubt on the benefits of flexibility in the workplace identifies these factors as counter-productive to the aims of flexibility.14

### Labour market dimension

<table>
<thead>
<tr>
<th>Primary</th>
<th>Internal</th>
<th>External</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core group</td>
<td>Self-employed and subcontractors</td>
<td></td>
</tr>
</tbody>
</table>

| Secondary | Periphery I       | Periphery II                      |

Figure 13.8 The flexible firm (2)

The call centre market is one which is growing at an estimated rate of 50 per cent per annum globally. In the USA, telephone-based marketing is used by 83 per cent of the Fortune 100 companies, while in the UK, 35 per cent of companies make some use of telephone-based marketing. The figure for Europe is much lower – a half of all call centres in Europe are in the UK.15 Call centres are used for customer services and marketing and the take-up rate varies greatly by sector – travel and financial services being two of the fastest growing areas. With regard to the flexible firm (see Figure 13.7), call centre work is seen as part of the peripheral workforce. There are a number of reasons for the growth in call centres and these are fully explored elsewhere.16

There is a downside to this growth, however. Call centre work is often seen as boring, repetitive, stressful, alienating and low-level employment. The reputation of the call centre industry as an employer is still not very good even though conditions might have changed from the early years of the industry. There remains a very high turnover of labour which leads to increased costs of training and high levels of absenteeism. The Call Centre Association17 estimates labour turnover to be around 24 per cent and to cost the industry over £1 billion per year. The cost of training a call centre operator is estimated to be between £4,500 and £12,000, not a small investment when labour turnover is so high. Labour costs are a very high element in the cost structure of a call centre and so these need to be taken seriously.

Employment in call centres in the UK (and in other developed nations) is falling because call centres are increasingly being relocated abroad, where wages are lower and conditions of work are not regarded as being so important. Companies like HSBC, Lloyds TSB and BT have all relocated their call centres abroad. India is a favoured location because of lower wages and workers’ good grasp of English. Relocation has
saved millions in costs to these firms. In addition to call centre work, data processing and IT functions have also been outsourced. High labour turnover helps in the relocation process since firms can rely on natural wastage without having to resort to redundancy.

Two things may change this process:

- Security issues are becoming important as less control can be exerted from a distance. There have been rumours of criminal gangs bribing call centre workers to commit fraud.
- There is a further threat to call centre jobs in all countries from advances in voice recognition technology where human operators can be replaced by computers. Low pay and bad working conditions do not matter to a computer.

### 13.6 Other theoretical approaches to labour markets

The three relatively new approaches in business economics discussed in Chapter 2 – transactions cost economics, principal–agent theory and team production – can all be used in the analysis of labour markets.

As indicated above, neo-classical economics sees wage differentials as largely caused by differences in the marginal productivities of workers. This presupposes that the firm has some way of measuring the marginal productivity of each worker. As has been observed, in practice this is extremely difficult because of information deficiencies:

- In the case of services, even the definition and measurement of output itself is problematic because of the intangible nature of services.
- The production of anything is usually the result of team activities and there will be problems involved in assigning the individual contribution of each worker to the total level of output. This means that the marginal productivity of an employee will depend partly on how hard others work.

Principal–agent theory involves the search for a payment system which aligns the interests of the principal and the agent such that the agent will exert maximum effort on behalf of the principal. In the case of the employment relationship, the firm is the principal and the employees are the agents and there is no inherent reason why the interests of these two groups should coincide. The objective of the firm might be to maximise profits, but employees will only benefit from profit maximisation if they are also shareholders in the company. The majority of employees are not shareholders and therefore their objectives might be quite different. Furthermore, given the difficulties involved in defining output and then allocating it to individual employees, why should the employees exert maximum effort on behalf of the firm? Effort cannot usually be observed and measured so there is an incentive to shirk.

Where output is easily measurable, maximum effort might be encouraged by the use of piece rates, where employees are rewarded directly according to their output. But this does not overcome the inherent problem of team production and there will be factors beyond the control of the employee which will affect their output levels. Piece rates have the undesirable effect of shifting all of the risk involved in production to the employee, and this may be unacceptable. In cases where output is either unobservable or difficult to measure, employees could be paid a fixed salary which is not dependent on their output. Now the
firm is bearing all of the risk and the incentive to shirk has not been removed. Instead the firm could monitor inputs – employees could be monitored to ensure that they were not having too many breaks from work and that they were present at their work stations at other times. But, of course, the monitors themselves will have the same incentive to shirk as those they are monitoring; thus the monitors need to be monitored, and so on.

Organisations will have different reward systems for different workers in recognition of some of these problems. Hybrid systems are common – where employees are paid a fixed salary and in addition to this a performance-related element. This has the effect of sharing the risk between principal and agent. The offering of share options to managers is a way of creating incentives for maximum effort and so is performance-related pay (PRP). Production line operatives, where output is easily observable, are often paid by piece rates. Sales staff are often on small fixed salaries with large commissions which are related to their performance.

Transactions cost economics looks at the structure of organisations (e.g. which production takes place in-house and which will be externalised?) and offers some explanation for the flexible firm. In Figure 13.7 (earlier), the core group of employees has highly transaction-specific skills, crucial for the firm and in which the firm has probably made an investment in training. The higher the level of human asset specificity, the greater will be the advantages of the firm over the market in both production and governance costs. The same is true for periphery I but to a lesser degree – this group possesses skills which are still important to the firm but are less transaction-specific and so, again, the firm has the advantage over the market. For both of these groups, the transactions costs will be lower for the firm to employ them in internal labour markets, but the importance of core workers means that they are offered better employment conditions.

Workers without specific skills are likely to be employed on the external labour market; these would include the self-employed and subcontractors and the periphery II. The choice of employment contract is governed by the transactions cost involved. For some workers, the market will give the lowest transactions cost, while for others it will be internal labour markets. Thus transactions cost economics can be used to explain the myriad of different employment contracts which exist in the workplace.

13.7 Labour market policies

13.7.1 Trade unions

In the UK, we traditionally distinguish between four different types of trades unions:

1. **Craft unions** represent one particular craft or skill, like the Boilermakers’ Union, which was formed in 1834 and was the longest-lived craft union in the Trades Union Congress when it merged with the GMB in 1982. These were the earliest type of union.
2. **Industrial unions** have members doing different jobs but in the same industry. Industrial unions are more common in other countries, but some UK unions come close to this type; the National Union of Mineworkers, for example.
3. **General unions** contain members doing different jobs in different industries, like the Transport and General Workers’ Union.
4. **White-collar unions** represent non-manual workers like teachers, social workers and so forth. An example is UNISON.
One of the main aims of all types of union has been to counteract, and protect their members from, the power of the employer. They are an integral part of collective bargaining – the process of negotiation between representatives of the employers and employees over such things as working conditions and wages. Initially, collective bargaining to determine conditions of employment took place at the local level, but with the growth of the trade union movement increasingly most negotiations took place at a national level between employers and trade unions. Before they were abolished, the wages councils undertook collective bargaining on behalf of the lowest-paid workers. More recently in the UK, there has been a trend away from collective bargaining because of a decline in the membership and power of the trade unions and a range of anti-trade union legislation passed during the 1980s. In 1999, an estimated 37 per cent of all employees were covered by collective bargaining. It is much more common in the public sector and in large workplaces.

It is argued that the actions of trade unions through collective bargaining of wages have served to increase the wage rate above its equilibrium level and thus cause unemployment. Figure 13.9 demonstrates this effect. Assume that the market clearing wage rate is £W and the quantity of labour used is L. Assume that a trade union enters this market and has the power to raise the wage rate above this level to £W₁. At this wage rate, the demand for labour is L₁ while the supply is L₂ – the market does not clear. There is excess supply of labour or unemployment.

How does this happen? To begin with the trade union must be able to control the supply of labour to have the ability to enforce the higher wage rate. If it does not control the supply of labour then workers can offer themselves to the firm for work at less than £W₁ and this wage rate is undermined. One way for the trade unions to control supply is to have a closed shop – where only union members can be employed. Once a higher wage rate has been enforced the firm has two options: it could take a drop in profits to pay for the increased wage bill, or it could attempt to pass the increased wage costs on to the con-
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sumer in the form of higher prices. Both of these are likely to lead to lower demand for labour. Furthermore if increased wages are passed on in higher prices to the consumer the whole process may be self-defeating, because although money wages have gone up, the resulting increase in prices might leave real wages unchanged or even lower. If increased wages are accompanied by increases in productivity there will be no inflationary impact.

The process of higher wages leading to higher prices leading to higher wages and so on is called the ‘wage–price spiral’ and some governments have used prices and incomes policies in an attempt to break this cycle. During the 1970s, a variety of prices and incomes policies were used in the UK, ranging from statutory to voluntary. An example of a statutory incomes policy was the wages freeze introduced by the Conservative government in 1972. The main problem with this approach is that although it may be effective while in place, as soon as conditions are relaxed there tends to be a ‘catching-up’ period when wages rise very quickly and the whole process is set in motion once more. An example of a voluntary incomes policy in the UK was the ‘social contract’ introduced by the Labour government in 1974. In exchange for wage restraint, the government pledged itself to a range of policies. The main problem with a voluntary policy is that it cannot be enforced and although the social contract continued for four years it finally fell in the ‘winter of discontent’ of 1978/79. In 1979, there was the election of a Conservative government headed by Margaret Thatcher which did not believe in government intervention. During the 1980s and 1990s, there were no formal prices and incomes policies in the UK but successive governments controlled wages in the public sector and called for voluntary restraint over wages in the private sector.

Wage inflation is one of the factors considered by the Monetary Policy Committee of the Bank of England in its deliberations over the setting of interest rates (see Chapter 12). The accepted view is that wage rises of over 4.5 per cent are inflationary. In the year to February 2004, wages rose by 4.9 per cent which is more than the acceptable rate. For the first time for a number of years, wages in the private sector (5.5 per cent) rose by more than wages in the public sector. Wages in the service sector rose by 5.2 per cent. These figures have led to expectations that the interest rate might rise.

Table 13.10 shows the trend in trades union membership since 1989. The decline in union density has been especially marked among male employees, manual employees and those in production areas, where it has traditionally been higher. Union density varies a great deal between industries, the lowest is 5 per cent in hotels and restaurants and the highest is 65 per cent in education. The decline in membership is due to many factors including:

- structural change in the UK economy which has led to a decline in the number of manufacturing jobs (traditionally highly unionised) and a growth in the service sector (traditionally less unionised);
- the number of women in the workforce who are less likely to join a trade union;
- the fact that young workers are not joining trades unions – the average age of trade unionists is 45 years while the average age of the workforce is 31 years;
- a growth in the number of part-time jobs where the incidence of trade union membership is lower;
- anti-trade-union legislation enforced during the 1980s (see next section).
Table 13.10 Membership of trades unions, Great Britain, 1989–2001

<table>
<thead>
<tr>
<th>Year</th>
<th>Number of members (000)</th>
<th>Union density of employees (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1989</td>
<td>8,964</td>
<td>39</td>
</tr>
<tr>
<td>1990</td>
<td>8,854</td>
<td>38.1</td>
</tr>
<tr>
<td>1991</td>
<td>8,602</td>
<td>37.5</td>
</tr>
<tr>
<td>1992</td>
<td>7,956</td>
<td>35.8</td>
</tr>
<tr>
<td>1993</td>
<td>7,767</td>
<td>35.1</td>
</tr>
<tr>
<td>1994</td>
<td>7,530</td>
<td>33.6</td>
</tr>
<tr>
<td>1995</td>
<td>7,309</td>
<td>32.1</td>
</tr>
<tr>
<td>1996</td>
<td>7,244</td>
<td>31.2</td>
</tr>
<tr>
<td>1997</td>
<td>7,154</td>
<td>30.2</td>
</tr>
<tr>
<td>1998</td>
<td>7,155</td>
<td>29.6</td>
</tr>
<tr>
<td>1999</td>
<td>7,277</td>
<td>29.5</td>
</tr>
<tr>
<td>2000</td>
<td>7,351</td>
<td>29.4</td>
</tr>
<tr>
<td>2001</td>
<td>7,295</td>
<td>28.8</td>
</tr>
</tbody>
</table>

Source: Adapted from Table 1, Labour Market Trends (2002), Office for National Statistics © 2002, Crown Copyright material is reproduced with the permission of the Controller of HMSO and the Queens Printer for Scotland.

13.7.2 The government and the labour market

During the 1980s, governments’ policies on the labour market became polarised. On the one hand was the USA model of flexibility and on the other was the European model of regulated labour markets. With the election of the Conservative government in the UK in 1979, there came a general belief in the operation of the free market which permeated every walk of economic life including the labour market. Factors which interfered with the operation of the free market (e.g. the trade unions) only served to reduce the efficiency of the market. The UK government took the American approach of labour market flexibility as its model. In the USA, there was less employment protection, lower unemployment benefits (which made low-paid employment more attractive), more flexible wages and fewer social overheads. Many measures were introduced to make labour markets more flexible and responsive to market conditions.

Reductions in the power of the trade unions

This was based on the idea that trade unions had become too powerful and that they were interfering with the operation of the labour market – their actions were generating inflationary pressures and unemployment. A number of Acts were passed which restricted the power and rights of trade unions. The Employment Acts of 1980 and 1982 and the Trade Union Act of 1984 were introduced to curb union power. Secondary action by trades unions was declared illegal, as was the picketing of places other than a member’s own place of work. The possibility of closed shops was limited and it was ruled that ballots had to be held for strike action. Strikes were allowed only if a majority of union members voted in favour of such action and a time limit of four weeks was imposed from the time of the ballot. The Employment Acts of 1988, 1989 and 1990 virtually outlawed the closed shop and allowed grounds for dismissal of employees engaged in unofficial action. The Trade Union Reform and Employment Rights Act of 1993 made...
it harder for trade unions to collect subscriptions and ruled that ballots for strike action had to be carried out through the post to reduce the pressure which could be brought to bear on individuals at a union meeting. These laws have almost certainly contributed to the fall in membership of the trade unions evident in the UK over the last 20 years and the reduction in their power.

The abolition of the wages councils
In the UK in 1993, all wages councils except the one for agriculture were abolished. They negotiated wages for the lowest-paid occupations and represented 3.5 million employees. The purpose of this legislation was to remove the impediment to the working of the free market and make wages more flexible.

A weakening of employment protection
Throughout the 1980s, there was a weakening of employment protection, although this was partially counteracted by rulings from the European Union and the House of Lords in 1994 which gave part-timers the same employment and pension rights as full-time employees.

Opting out of the Social Chapter of the Maastricht Agreement
The Maastricht Agreement was made in December 1991 by the leaders of the 12 member states of the European Union and contained clauses on political union, economic and monetary union and social policy. The Social Chapter put forward minimum requirements for EU members and was an attempt to introduce measures which would harmonise social policies across Europe. These included the minimum wage, the length of the working week and health and safety legislation. The Maastricht Treaty was agreed by Parliament with opt-outs from the Social Chapter.

No national minimum wage
Until 1999, there was no national minimum wage in the UK.

Since the election of the Labour government in 1997, there has been a change of emphasis in labour market policies. Tony Blair has talked about the third way between the USA free market approach and the regulated approach of the European Union.

- For the labour market, the Labour government has two stated aims: to re-skill the UK workforce and at the same time to retain the flexibility which has been built up over the 1980s and 1990s. There is evidence that these two aims may be incompatible, as flexibility seems to be a disincentive for employers to train workers. Government data show that workers on part-time or temporary contracts are less likely to receive work-related training than those on full-time or permanent contracts.

- The Fairness at Work White Paper was published in May 1998 and restores some of the rights lost by the trade unions over the previous two decades including: companies with more than 20 employees will be forced to recognise a trade union if the majority of its workforce wishes it; employees will be able to bring union representatives to grievance hearings; it will be illegal for employers to discriminate against employees for being members of a trades union; employees will be able to claim unfair dismissal after one year’s service instead of two. Although this is a reversal of the approach towards trades unions, there are some rights which have not been reinstated. There will be no return to the closed shop, strikes without secret ballots or mass picketing.
The Welfare to Work programme pledged to take 250,000 under-25-year-olds off benefit and place them into work by offering employers £60 per week for each job given to an individual under the age of 25 years who had been unemployed for more than six months. A similar New Deal for older people who have been unemployed for two years or more started in June 1998.

The New Deal for lone parents was launched in October 1998 which offers advice, training and childcare.

The UK has now signed up to the Social Chapter of the EU, although not all of the directives have been enacted at the time of writing.

A national minimum wage has been accepted (see the following mini case).

A new definition of full employment has gained widespread acceptance which means employment opportunity for all rather than employment for all. The Welfare to Work programme is aimed at ensuring ‘full employability’ – that individuals remain in touch with the labour market and have saleable skills. It is argued by many that increased employability will lead to increased employment through increased skill levels of the workforce.

These policies represent a change of emphasis in the labour market and the results of these policies should be watched with interest.

13.7.3 Human resource management

The theoretical approaches discussed in this chapter have contributions to make in the area of human resource management (HRM). It is generally accepted that HRM as a discipline developed out of personnel management and industrial relations in the 1980s in the USA and spread to the UK. Personnel management was concerned with finding the right person for the job at the right time, while HRM takes the employment relationship and its management right into the heart of the organisation’s corporate objectives.

Mini case

The minimum wage

A national minimum wage was introduced in the UK in 1999. The minimum wage in May 2004 was £4.80 per hour with a ‘development rate’ of £3.80 per hour for 18–21-year-olds. These rates are set to rise in October 2004 to £4.85 and £4.10. There has been much debate over the years about the effectiveness of a minimum wage and these arguments are summarised below.

What have been some of the main arguments for and against the imposition of a minimum wage?

1 It will create unemployment. This can be illustrated using a simple demand and supply diagram – Figure 13.10. The market clearing wage rate is £OW per hour. If a minimum wage is set above this level (£OW1), there will be excess supply of labour or unemployment. The minimum wage is a rigidity introduced into the market which is preventing the market from clearing.

BUT Figure 13.10 tells us little about the effect of a particular minimum wage. For some occupations, a minimum wage of £4.80 per hour will be well below the market clearing rate of £OW and therefore will have no impact on the market at all. It will
only affect the low-paid occupations. The actual effect of a minimum wage will depend upon the shapes of the demand and supply curves shown in Figure 13.10. There may be other factors like the elasticity of demand which will influence the impact of the minimum wage. If the very low paid receive an increase in their wages, they will have greater spending power and so the demand for goods and services will rise. As the demand for labour is a derived demand, there will be a corresponding increase in the demand for labour – thus using up the excess supply of labour.

2 It will increase costs to the employers who will pass these increased costs on to the consumer in the form of higher prices. It has been estimated that a minimum wage of £4.80 would add around 0.75 per cent to the national wage bill, and about 1 per cent to the annual rate of inflation.

BUT employers are faced with a choice – instead of increasing prices to consumers, they could accept lower profits or attempt to increase productivity in line with wage increases.

3 A minimum wage might encourage employers to cut back spending on training.

BUT one way of increasing the productivity of workers so that the minimum wage does not have inflationary consequences is to train workers, so the minimum wage might actually increase the provision of training.

Five years after its introduction, it is possible to evaluate some of these arguments for and against the minimum wage. A Low Pay Commission report published in February 2000 concluded that the introduction of the minimum wage had increased the wages of the lowest paid without hurting employment. Women, in particular, have gained – in April 1998, 14 per cent of part-time females earned less than the minimum wage while by April 2004, this had fallen to only 3.1 per cent. Total employment has not fallen and
HRM came from a recognition that people are important in organisations as a potential source of competitive advantage. This was important at that time because of the increasingly competitive product markets of the 1980s and because of the success stories of cultures and organisations which gave HRM a high priority.

Aspects of HRM would include:

- **Managing the employment relationship.** The employment relationship is central to the role of HRM and takes into account the individual’s characteristics, the activities of trade unions, and the needs of the firm and the economy. All of these contribute to the exact form of the employment relationship. The decline in trade union membership and the consequent reduction in the role of collective bargaining has shifted the emphasis more towards the management of individual employment relationships and the managerial prerogative to manage.

- **Employee resourcing.** This refers to the internal and external resourcing of the organisation which would include manpower planning, recruitment and selection, and performance measurement. The HR manager needs to have information on factors which influence the demand and supply of labour – the organisation’s need for labour, changes in educational patterns, the skill levels of the local workforce, employment protection legislation and local unemployment rates, for example.

- **Employee development.** Successful HRM is not only about successful recruitment and selection but also about the development of employees through training. The Investors in People initiative, established by the government in 1990 in the UK, is built on the premise that focused training and good communication is good for the organisation.

- **Employee reward.** An important role of the HRM function lies in the motivation and reward strategy of the organisation. There has been a trend towards individualised pay bargaining through increased use of performance-related pay and the decline in the incidence of collective bargaining. The concept of **empowerment** is relatively new in this area – where employees are encouraged to have a wider involvement in the running of the organisation.

Business economics provides insight and guidance into many of these areas. Although the neo-classical theory of the labour market is highly theoretical, it incorporates many factors that the HR manager needs to know for employee resourcing. Human capital theory considers the importance of developing human skills through the education and training involved in employee development. Internal labour markets theory points to the importance of such development in the retaining of highly skilled core workers. The adoption of flexible production methods has great implications for employee resourcing. Although flexibility helps to synchronise more closely the level of demand with the workforce, it can create some HRM problems which need to be dealt with – a lack of commitment from temporary or part-time workers and possible conflict between different categories of employee, for example.
A distinction is often made between ‘hard’ HRM and ‘soft’ HRM. The hard approach assumes that people are an economic resource to be used like any other resource – it is to do with numbers and the notion of flexibility. Soft HRM policies have more to do with the development of employees and they stress the importance of communication and the involvement of the workforce. Soft HRM would be more relevant to internal labour markets where investment in skill and retention of employees is of paramount importance. Writers often try to define ‘best practice’ with respect to HRM policies. Hard HRM policies, however, are better suited to the external labour markets where numerical flexibility is important.

The more recent theoretical approaches of transactions cost economics and principal–agent theory have a great deal to offer in explaining the nature of the employment relationship and why an organisation typically has many different types of employment relationships with its employees.

This chapter has investigated recent trends in the labour market and finds that there have been fundamental changes in the make-up of the workforce and the nature of employment in the UK over the last 20 years. These changes have been mirrored by most other industrialised nations. There is evidence of increased flexibility in the workforce in the form of higher levels of temporary and part-time employees. These changes have implications for all aspects of our lives.

A number of theoretical approaches have been considered which help to enhance our understanding of the employment relationships which exist within an organisation. Although traditional neo-classical economics is abstract in its approach, it does yield some useful conclusions and serves as a basis for the analysis of labour markets. Human capital theory is an extension of this. Both approaches see the characteristics of the individual as the most important defining factor in the labour market.

The segmented labour market approach takes rather a different view. It does not see individual characteristics as important but instead the (perceived) characteristics of groups. Occupational differences and wage differentials are the results of barriers which exist in labour markets which prevent members of these groups gaining access to internal labour markets in the first place and then restricting movement upwards once in the internal labour market. Thus particular groups become segregated into certain occupations and certain hierarchical levels. The case study on the position of women in the labour market (see below) uses the different theoretical approaches to try to explain why there are gender differentials in wages.

The last section of the chapter looked at the role of trade unions and the government in the labour market and the response of HRM to these changes.

### Case study

#### Women in the labour market

**The evidence**

Table 13.11 shows that on average men are paid more than women for the same broad group of occupations. Why should this be the case?
Possible explanations

Differing levels of education and training

Traditional economic theory suggests that wage differentials can be explained by differences in marginal productivities. Marginal productivities can be increased (or signalled to employers) by investment in human capital in the form of education and training. Table 13.7 (earlier) indicates that there is a premium to education in the form of higher wages, so perhaps gender differences in average earnings can be explained by differential levels of investment in human capital.

Figure 13.11 shows that a higher percentage of men of working age have some sort of educational qualification than women of working age (87 per cent against 84 per cent in 2003), although the gap has narrowed slightly over the time period. This implies that women make less investment than men in their human capital. Why should this be the case? There are a number of possible explanations – it could be that boys are encouraged more than girls at school or it could be that girls have different tastes from boys with respect to education. Using a cost-benefit approach, it would seem that the benefits derived from the increased time spent obtaining educational qualifications are not perceived to be as high by girls as they are by boys. This could be because the perceived typical working pattern for many women includes a career break for children, and this will give rise to lower income flows to be offset against the costs. It could also be that girls see that observed wages for women are lower, therefore higher investment in human capital is not cost-effective. Thus the process becomes a vicious circle which is difficult to break.

Table 13.11 Average hourly earnings excluding overtime pay for full-time employees, Great Britain, 2002

<table>
<thead>
<tr>
<th></th>
<th>Men (£)</th>
<th>Women (£)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>12.50</td>
<td>10.22</td>
</tr>
<tr>
<td>Manual occupations</td>
<td>8.39</td>
<td>6.26</td>
</tr>
<tr>
<td>Non-manual occupations</td>
<td>16.62</td>
<td>10.91</td>
</tr>
</tbody>
</table>

Source: Adapted from Table 7.20, Annual Abstract of Statistics (2003), Office for National Statistics © 2003, Crown Copyright material is reproduced with the permission of the Controller of HMSO and the Queens Printer for Scotland.

Once this pattern is set, it is further intensified because those with higher educational qualifications are much more likely to receive on-the-job training than those without, as Table 13.12 shows.

Table 13.12 Job-related training by highest qualification, Spring 1996, UK, percentages

<table>
<thead>
<tr>
<th>Qualification</th>
<th>Economically active workforce</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degree or equivalent</td>
<td>22.9</td>
</tr>
<tr>
<td>Higher education below degree level</td>
<td>23.0</td>
</tr>
<tr>
<td>GCE A level or equivalent</td>
<td>12.8</td>
</tr>
<tr>
<td>GCSE grade C and above or equivalent</td>
<td>14.5</td>
</tr>
<tr>
<td>Other qualification</td>
<td>9.7</td>
</tr>
<tr>
<td>No qualification</td>
<td>4.0</td>
</tr>
</tbody>
</table>

Source: Adapted from Table 3.24, Social Trends (1997), Office for National Statistics © 1997, Crown Copyright material is reproduced with the permission of the Controller of HMSO and the Queens Printer for Scotland.
Wage differentials could therefore be due to differences in investment in human capital, for whatever reason. But this cannot be the whole explanation, since for each level of education there is a wage differential between men and women. Table 13.13 shows the relationship between wages and education for 1996. More recent figures are not available and although the differentials have narrowed (in 2003, women’s hourly wage rate was 82 per cent of men’s), they still exist.

Table 13.13  Wages and education – median weekly earnings by highest qualifications and sex, full-time employees, GB, 1996

<table>
<thead>
<tr>
<th></th>
<th>Degree or equivalent</th>
<th>HE below degree level</th>
<th>GCE A level or equiv.</th>
<th>GCSE grades A–C or equiv.</th>
<th>GCSE grades D–G or equiv.</th>
<th>No qualifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td>485</td>
<td>375</td>
<td>337</td>
<td>288</td>
<td>255</td>
<td>251</td>
</tr>
<tr>
<td>Women</td>
<td>353</td>
<td>309</td>
<td>216</td>
<td>217</td>
<td>208</td>
<td>177</td>
</tr>
<tr>
<td>Earnings of women relative to men (%)</td>
<td>73</td>
<td>82</td>
<td>64</td>
<td>75</td>
<td>82</td>
<td>71</td>
</tr>
</tbody>
</table>

Source: Adapted from Table 7.7, General Household Survey (1996), Office for National Statistics © 2000, Crown Copyright material is reproduced with the permission of the Controller of HMSO and the Queens Printer for Scotland.

It can be seen that women educated to degree level earned only 73 per cent of the salary of men educated to the same level, and this pattern is reproduced across the board. Therefore investment in human capital alone is not sufficient to explain gender differentials in wages.
Another possible explanation for wage differentials is that men and women with the same level of educational qualifications might do different jobs which pay different salaries so that women end up concentrated in low-paid occupations.

Table 13.14 Employees by gender and occupation, UK (%)

<table>
<thead>
<tr>
<th></th>
<th>Men</th>
<th>Women</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1991</td>
<td>2000</td>
</tr>
<tr>
<td></td>
<td>1991</td>
<td>2000</td>
</tr>
<tr>
<td>Professional</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>Managers and administrators</td>
<td>16</td>
<td>19</td>
</tr>
<tr>
<td>Associate professional and technical</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Clerical and secretarial</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Personal and protective services</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>Sales</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Craft and related</td>
<td>21</td>
<td>17</td>
</tr>
<tr>
<td>Plant and machines operatives</td>
<td>15</td>
<td>14</td>
</tr>
<tr>
<td>Other occupations</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>All employees</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Source: Adapted from Table 4.13, Social Trends (2001), Office for National Statistics © 2001, Crown Copyright material is reproduced with the permission of the Controller of HMSO and the Queen’s Printer for Scotland.

Table 13.14 shows that there are gender differences in occupation. Later data are not used as the standard occupational classification was changed in 2000 and so direct comparison with previous years is not possible. In 2000, 25 per cent of women worked in clerical and secretarial occupations compared to only 8 per cent of men. Thirty-one per cent of men were in professional, managerial and administrative occupations compared to only 21 per cent of women. This is called horizontal segregation – that certain occupations are seen as male and others as female. The occupations into which women are concentrated are the ones where the incidence of part-time and temporary working is much higher. Again this pattern, once set, is exacerbated by the fact that part-time and temporary employees are less likely to receive work-related training and there are differential training rates between occupations. Nearly a quarter of professional, managerial and administrative employees receive work-related training, while only 13 per cent of those in clerical and secretarial occupations receive training.19 Even in industries where women predominate, there tends to be vertical segregation – women are in less senior positions. In 2003, only 10 per cent of women were managers and only 3 per cent were directors. There has been much discussion of the ‘glass ceiling’ in organisations – an invisible barrier which limits the progress of women up the managerial ladder.

So why are women horizontally and vertically segregated? It cannot only be due to differences in educational levels, since men with a degree are more likely to be in the professional, managerial and administrative groups than women with a degree – 70 per cent compared with 41 per cent.20 The segmented labour market approach sees occupational choice and the resulting wage differentials as determined by the
barriers which exist – either to enter the internal labour market in the first place or to progress up the managerial ladder once in the internal labour market. According to this approach, the characteristics required by internal labour markets are high skill levels, commitment, ability to work long hours, etc. If women are not perceived to have these characteristics, they will be prevented from entering internal labour markets. The reason why women might be perceived as not having these characteristics could stem from the domestic division of labour. Many women experience an interruption to their working lives to raise children and this interruption, and employers’ expectations of it, places women at a disadvantage. Re-entry into the workforce after a break can be difficult to achieve and to reconcile with continuing domestic responsibilities – hence the importance of part-time employment. Yet part-time employment is generally viewed as a secondary mode of employment offering convenience at the expense of low pay, insecurity and little prospect of career advancement.

Even when women do enter the internal labour market, they are often not allowed to progress up the managerial ladder. There could be a number of reasons for this. It is possible that women do not want to be promoted. It is possible that they lack (or feel they lack) the skills, training or experience. Again it could be perceived by the organisation that women do not have the required characteristics to be promoted. Where organisations bear some of the cost of training, they may not think it worthwhile to train women because of the possibility of career breaks. This has nothing to do with the characteristics of an individual woman but the perceived characteristics of women in general. The fact that women are prevented from progressing up the managerial ladder serves to lower their expectations for career advancement and leads to a weakening of the resolve to try.

The future

There are signs of change. The gap in hourly earnings of full-time employees shown in Table 13.11 has narrowed considerably since 1974. In 1974, women’s average hourly rate was 66 per cent of men’s, while in 2003, it was 82 per cent. Three main reasons are given for this: the effects of the Sex Discrimination Act and the Equal Pay Act; greater competitive pressures which reduce the scope for discrimination; and a rise in the demand for the goods and services women typically produce. Patterns of educational achievement are also changing. In 1986, 64 per cent of males between the ages of 16 and 18 stayed on in education compared to 58 per cent of females. By 2002, these percentages had reversed with 75 per cent of males and 76 per cent of females continuing in education up to the age of 18.

Many of the new initiatives coming from the government and the European Union might also have the effect of changing the pattern of inequality. The granting of parental leave to fathers and the provision of childcare in the workplace may shift the balance of domestic work away from women and therefore make employers take a different view on the training of women.
Notes and references

2 See Worthington and Britton (2003), Chapter 9.
5 This can be explained in terms of income and substitution effects – see Begg, Fischer and Dornbusch (2003), Chapter 10.
16 See mini case on call centres in Worthington and Britton (2003), p. 139.
17 Call Centre Association, www.cca.org.uk.

Review and discussion questions

1 What is the ‘glass ceiling’? What barriers might there be to the upward progression of women in an organisation and what can be done to overcome these barriers?
2 What are the wider effects of increased flexibility in the workforce?
3 Give some examples of the kinds of issues and policies which would be included under the headings of ‘soft’ and ‘hard’ HRM.
4 What are the arguments for and against the imposition of a minimum wage?
Assignments

1. Your managing director has read an article about the ‘flexible firm’ and is interested to find out more. You have been asked to produce a short briefing document outlining the main forms of flexibility which exist, the arguments in favour of increased flexibility and any drawbacks to flexibility.

2. You work in the Low Pay Unit of the local council and have been asked to give a presentation to a group of sixth-form students of economics on the reasons for wage differentials between occupations. Prepare the presentation on the assumption that the audience have a good grounding in basic economics.

Further reading

In Chapter 1 business activity was portrayed as an essentially linear process in which firms and other organisations, operating against a background of multiple external influences, acquire and transform inputs into outputs for consumption purposes. While this approach has much to recommend it – not least its emphasis on the interaction between an organisation’s internal and external contexts – it does not entirely capture the complexity of business activity in the real world; nor does it always highlight the constraints placed upon the economic system by the natural environment or the full costs to society of production and consumption processes. For a start, natural resources provided by the environment are not limitless and it is important to recognise that their exploitation has implications that go far beyond the level of the individual enterprise. Equally, in focusing on entrepreneurial activity, we should not forget that waste and pollution are also outputs of the business system, requiring a response by government and/or the market. Extending the open systems approach to take account of such links between the business community and the natural environment is the primary purpose of this chapter.
14.2 Linking the firm and the natural environment

In beginning to explore some of the important interactions between firms and the natural environment, it is useful to return to the generic model of business activity that was introduced in the opening chapter. Here, firms were presented as transformers of inputs into outputs which were consumed by individuals to satisfy their demands, thereby creating what we subsequently referred to as utility. As Pearce and Turner (1990) have shown, within this on-going process of production and consumption the natural environment provides three important economic functions:

1. It is a provider of resources or inputs to firms (e.g. raw materials, land, water).
2. It is an assimilator of waste products emanating from production and consumption processes (e.g. litter, packaging, effluence).
3. It is a source of amenity value to individuals (e.g. space for recreation, enjoyable landscapes).

These three key functions can be incorporated into our original diagram as illustrated in Figure 14.1.

As far as resource provision is concerned, a useful distinction can be made between the different types of natural resources available for productive purposes. **Exhaustible (or stock) resources**, such as fossil fuels and mineral deposits, tend to be regarded as fixed in supply since they take millions of years to be created and their consumption, despite some recycling, inevitably results in a depletion of stocks. **Renewable (or flow) resources** are those which regenerate themselves naturally, such as fish and forests, and which can be consumed without necessarily diminishing the total stock, although over-exploitation can lead to resource degradation. **Continuing resources** – sometimes confusingly called ‘renewable’ resources – are those where the supply is inexhaustible and consumption can take place without running down stocks. Examples of the latter would include wind power, wave power and solar energy.
With regard to the environment’s assimilative function, it is worth noting that residuals such as waste and pollution are created at all stages of the transformation process, from the acquisition of raw materials through processing and production to ultimate consumption. While some of these outputs (or economic ‘bads’) will either be recycled or absorbed by natural processes, a significant proportion go back into the natural environment which acts as a kind of waste sink. Given that the assimilative or carrying capacity of the environment is a finite resource (i.e. relatively scarce), unfettered economic activity can clearly damage this vital economic function, thereby reducing the ability of the natural environment to absorb future waste products. Simultaneously it may also impact negatively on the environment’s third function as a source of utility, as when waste or pollutants reduce an individual’s enjoyment of the countryside or the aesthetic appeal of an affected building or landscape.

As the latter example illustrates, while the three economic functions of the natural environment are listed separately, they are in practice frequently interconnected. A river, for instance, used by individuals for recreational purposes such as angling, may also supply water to a local firm for use in the production process. Both the firm and the individuals using the river may treat it as a dumping ground for rubbish, waste or effluence and this may detract from its aesthetic appeal. In the last analysis, it is possible that excessive pollution of the waterway may destroy its other functions as a resource provider (to firms) and as a source of amenity benefits (to individuals). In short, we need to recognise the linkages which occur within the natural environment of business as well as those between a business and the natural environment in which it exists and operates.

### 14.3 The problem of ‘free goods’ and ‘externalities’

While the natural environment supports economic activity, the processes of production and consumption, as we have seen, can create problems within the environment which can ultimately affect the ability of the economic system to carry out its tasks. Some would go further and argue that without some form of international collective action, global economic activity and the pursuit of economic growth threaten the very life-support systems on which we all depend (see below).

How, then, do economists explain the cause(s) of problems such as pollution and resource depletion?

Part of the answer lies in the notion of free goods. Whereas economic scarcity ensures that the majority of goods and services provided by the economy have positive prices and are traded in markets, some environmental resources and products are not relatively scarce and therefore do not command a price; they are effectively ‘free’ or ‘zero priced’. Examples would include clean air, sea water and a fine view.

Elementary price theory teaches us that as price declines, more tends to be demanded and that at a zero price, demand is likely to outstrip supply far more significantly than if there was a positive price (see Chapter 3). In short, the fact that some environmental goods and services are not represented in the price mechanism means that their true values (i.e. as a resource to producers or a source of utility to consumers) cannot be revealed through the normal processes of buying and selling. The result is that overuse and exploitation tends to occur, as exemplified by the damage done to the ozone layer by human activity and the degradation of fish stocks.\(^2\)
In addition, economists also point to the fact that in the process of producing (and consuming) goods and services, we frequently use up some of the natural environment (e.g. when a firm dumps waste products into a river or the sea) and this can be said to represent a resource to the firm for which it effectively pays nothing. In other words, whereas the ‘true’ costs of production are the costs of the priced inputs (e.g. labour, materials, etc.) plus a number of unpriced environmental services, the market price only tends to represent the former: what economists call the private costs of production. What has effectively happened is that the firm has ‘externalised’ some of its costs and imposed these on individuals or on society generally as in the case of polluting the environment. To the extent that such externalised costs (or in some cases ‘benefits’) directly affect the welfare of others who are not party to the transaction, economists call these externalities or spill-over effects.

As Figure 14.2 illustrates, externalities can relate to both production and consumption and can be either positive or negative in their effect. They can also be mixed in the sense that they impact simultaneously on both producers and consumers (e.g. when individuals going on holiday in their cars help to cause traffic jams which not only frustrates them but also increases a firm’s distribution costs). As far as environmental problems such as pollution are concerned, these are treated as an external cost or negative externality in that the activity of one party has resulted in a loss of welfare for another or others and this welfare loss remains uncompensated (i.e. externalised rather than internalised).³

The consequences of such external costs can be illustrated using simple demand and supply analysis. Figure 14.3 shows the market for product A, with the demand curve DD and the supply curve SS (or marginal private costs of production – MPC) intersecting at point e. If we assume that producers in this market are imposing external costs on society in the form of, say, pollution (shown as the marginal external costs or

---

**Table 14.2 Examples of externalities**

<table>
<thead>
<tr>
<th>Production externality</th>
<th>Consumption externality</th>
</tr>
</thead>
<tbody>
<tr>
<td>+ Firm A trains its workers on computers and some take their skills to firm B.</td>
<td>An individual paints his/her house and thereby increases the value of neighbouring properties.</td>
</tr>
<tr>
<td>− Firm X pollutes a river which increases the production costs of firm Y.</td>
<td>A neighbour plants fast-growing conifers blocking out the light in the next-door garden.</td>
</tr>
</tbody>
</table>

Notes: 1. Production externalities exist when the production activities of one firm directly affect the production activities of another firm.
2. Consumption externalities exist when the level of consumption of a good/service has a direct effect on the welfare of another consumer.
MEC), then the full social costs of producing product A (MSC) comprise MPC plus MEC. In the absence of any externalities, the market price and quantity traded would be Op and Oq respectively and this would represent an economically efficient allocation of resources. In this case, however, the presence of harmful spill-over effects means that the socially optimal level of output is Os rather than Oq, representing an optimal price of Ot rather than Op.

To the economist, such externalities (whether harmful or beneficial) are one of the causes of market failure and, as Chapter 11 has indicated, this inevitably raises questions about the need for government intervention in the working of the free market. In the next two sections of this chapter, we focus on how a government can attempt to tackle such problems as pollution externalities and on some of the techniques available for assessing the environmental impact of business decisions. The chapter concludes with a discussion of the concept of sustainable development and an examination of the pressures faced by firms to become more environmentally aware and the benefits such a response can bring.

**14.4 Governmental approaches to environmental problems: an overview**

Human action alone is not responsible for causing all the environmental problems faced by the planet; natural processes are also a contributory factor. That said, it is easy to underestimate the degree to which production and consumption decisions are at the root of many of the environmental challenges being faced today, ranging from global
concerns such as ozone depletion and global warming to more localised problems such as poor air quality in cities or oil spillage in environmentally sensitive areas.

As the examples above illustrate, environmental problems resulting from human behaviour vary along a number of dimensions, including:

- **Geographical scale** – local, national, regional, global
- **Duration** – short-term, long-term, permanent (e.g. species loss)
- **Source** – individual, firm, industry, all of us.

Accordingly, tackling these problems requires action at different spatial levels and by many different agencies, not least by individuals and firms. Proponents of green consumerism, for example, argue that consumers can have an impact in free markets by changing their tastes towards products which are less harmful to the environment (e.g. biodegradable detergents), thereby forcing producers to reduce the pollution content of their goods and services. Moreover, concepts such as ‘think global, act local’ seek to emphasise how, even when decisions of this type are made locally (e.g. refusing to buy furniture made from tropical hardwoods), this can have a positive impact that can be felt at a regional and/or global level.

Persuading businesses and consumers to take steps to reduce their negative impact on the environment, however, often requires intervention by government. This can range from providing information to consumers and/or forcing producers to provide more information themselves, to entering into international agreements (e.g. such as those agreed at the Earth Summits in Rio (1992) and Kyoto (1997)) or introducing directives or other forms of regulation imposed at local, national or supranational level. Broadly speaking, government intervention in practice tends to take two main forms: legal regulation and market-based approaches which use the price mechanism to change the behaviour of producers and/or consumers (i.e. by getting them to take account of the environmental consequences of the decisions they make). As the next two sections illustrate, governments often use a combination of these two approaches to achieve their environmental objectives; both have their role to play in controlling the spill-over effects of economic activity at different spatial levels.

### 14.4.1 Regulatory approaches

Virtually all industrial countries have environmental laws and policies, based at least in part on a regulatory regime imposed by government(s) at different spatial levels. Whereas local authorities tend on the whole to concentrate on environmental issues and problems of local concern (e.g. waste disposal, dog fouling), governments at national level and beyond focus on areas of broader concern such as air quality, water quality, environmental degradation and energy consumption. The European Union, for example, has hundreds of regulations governing such areas as chemical use, pesticide use, emissions, product labelling, and so on, and these apply to member states which are required where necessary (e.g. through directives) to ensure compliance with the law. International agreements, in contrast, often tend to be less binding and are usually more difficult to police and/or enforce. Nevertheless, they may still exert a significant degree of influence on the framework of law within which businesses and/or consumers operate at national and local levels.
Regulation tends to be a favoured approach to environmental problems such as pollution where it is difficult to measure the contribution each polluter makes to the overall problem or where system failure could give rise to a generalised catastrophe or major health risk (e.g. spillage of nuclear waste). The regulatory process usually involves government in setting overall policy objectives, deciding on standards (often in consultation with interested parties), monitoring performance and, where necessary, arranging for remedial action to be taken. This is sometimes referred to as a command-and-control system. Irrespective of whether the government appoints its own systems of inspectors to check that the regulations are being enforced or buys them in from the private sector, the process is normally relatively bureaucratic and can be costly in administrative terms. It is also criticised by the business community and its representative organisations for stifling business enterprise by placing an additional burden on employers, some of whom may be operating on very tight margins.

At an international level, regulation tends to be at its most effective when there is a general agreement amongst national governments that a particular problem needs to be tackled on a global scale and with a degree of urgency (e.g. phasing out the use of CFCs). As the incidence of acid rain and ozone depletion illustrates, state borders are no defence against some of the world’s major environmental problems, and their causes and effects need to be tackled by global action. Sadly, the suspicion is that some governments tend to be more lax in their approach to issues of this kind in order to provide their firms with a competitive advantage in the increasingly globalised marketplace.

### 14.4.2 Market-based approaches

Given the problems associated with a regulatory approach to environmental concerns, governments have often turned to market-based solutions to influence the activities of both consumers and producers. These solutions – which include taxes, charges, subsidies and tradeable permits – are generally seen to have a number of advantages over control by regulation, including:

- reducing the administrative burden on individuals, firms and government;
- encouraging individuals and/or firms rather than the state to take into account the costs or benefits of their decisions;
- giving consumers and producers the responsibility for providing solutions to environmental problems;
- providing an incentive for business to develop more environmentally sensitive approaches to economic activity (e.g. by changes in product design) and its consequences (e.g. by encouraging new approaches to pollution or resource conservation) rather than just meeting minimum standards laid down by the state.

As instruments of environmental policy, taxation and subsidies can be used to correct the problem of market failure which arises from the existence of externalities in either production or consumption. Once again this can be illustrated using simple market analysis, in this case applied to a negative production externality. We saw in the previous section that the private costs of production underestimated the full social costs where an externality of this type is present. If a government was able to impose a tax on polluting firms equivalent to the marginal external costs of their activities (the MEC curve in Figure 14.3), then the market price should rise to a point where it reflects the marginal social costs of production. This is illustrated in Figure 14.4.
It is worth noting that while an approach of this kind imposes a tax on polluting firms, part of the burden of the tax is likely to be passed on to the consumers who will see the increased costs of production through the price mechanism. Thus in Figure 14.4, at the new market price which now includes the tax, total consumer expenditure is Orgs compared to Opeq (before the tax), a tax burden on consumers of prgh. For the supplier who now receives Ot once the tax has been paid, total revenue falls from Opeq to Otfs, a loss of tpef of which tphf is the tax paid by producers (see note 4 in Figure 14.4). As will be evident, the relative contributions of producers and consumers depends on the slope of the demand and supply curves (i.e. the price elasticities of supply and demand – see Chapters 3 and 5). In markets which are competitive on the supply side, for instance, consumers should be asked to shoulder less of the burden of a pollution tax. You might like to experiment to see (a) what happens to the tax burden if the demand curve in Figure 14.4 becomes more price inelastic, and (b) how a subsidy paid to producers – in the event of a positive externality – might work and how it is affected by changes in price elasticity of demand and supply.6

Environmental taxes or subsidies – such as energy taxes, landfill taxes, subsidies for environmental improvements – can be applied to the good or service which is having an adverse or beneficial impact on the environment or to the inputs used to produce that good or service. In the case of a polluter, the imposition of a tax rather than a regulatory standard allows the polluting firm to choose how to adjust to the designated environ-
mental quality standard. Thus, while polluters with significant abatement costs are likely to pay the charge, firms with low costs of abatement will tend to install anti-pollution equipment. Either way market considerations help to shape the firm’s decision.

- **Key concept: Landfill taxes**

Environmental taxes can be classified into three main types according to their main policy objectives:

1. **Cost-covering charges** – which are designed to cover the costs of providing environmental services and abatement measures and which may be earmarked for specific uses (known as ‘hypothecated’ taxes). An example is user charges for water treatment.

2. **Incentive taxes** – which seek to change the behaviour of producers and/or consumers, as in the case of the tax differential on unleaded petrol.

3. **Fiscal environmental taxes** – designed primarily to raise revenue, as exemplified by the Swedish tax on supplier emissions.

In many cases a combination of these three functions can be observed in practice.

The growing tendency to use economic instruments such as environmental taxes to tackle particular problems is illustrated by the introduction of landfill taxes. In the European Union, for example, the Landfill Directive (1999) established targets for reductions of municipal waste going to landfill sites and member governments have been required to introduce fiscal measures to promote ‘prevention’ and ‘recovery’. The essential idea behind the tax is to internalise the external costs associated with landfill and hence to seek to change behaviour. It also generates revenue which can be used to promote environmental improvements or help fund other forms of public spending.

The levels of tax imposed and methods of implementation vary across the EU. In Britain, for example, where the local authorities are responsible for rubbish collection and disposal, the focus of the tax has been on local councils who have been forced to consider ways of encouraging households to recycle more of their waste, including paper, cardboard, plastics, glass and textiles. An increasing number of UK local authorities now provide special collections of certain recyclable materials and local authority refuse disposal sites now contain areas where such materials can be placed for recycling. As a further incentive, the UK Chancellor of the Exchequer can use (and has used) changes in the level of landfill tax levied to encourage more recycling of waste.

While these developments are clearly having some impact on changing people’s attitudes and behaviour, the UK still lags behind countries such as Germany, Switzerland, and the Netherlands which recycle around 50 per cent of household waste compared to 12 per cent in Britain. Current evidence suggests that further pressures will need to be brought to bear by the UK central government if a significant number of local authorities are not to miss a 2006 EU target for diverting two-thirds of waste from landfill by 2020.
A central feature of many of the schemes currently in operation or being proposed (see the following mini case) is the notion that the polluter should pay, a principle first adopted by the OECD over 25 years ago and one which appears to have a widespread measure of public support. In practice putting this principle into effect is frequently problematical, since it requires government to decide the appropriate level of tax (or subsidy) to correct the externality; in effect to estimate where to draw the marginal social cost (or marginal social benefit) curve illustrated above, by no means a straightforward proposition.

**Mini case**

Towards a green Budget?

Each year the government announces its monetary plans for the coming year and its fiscal projections for the next few years; this is known as the Budget. Budgets have traditionally been about raising money to pay for public expenditure by taxing economic ‘goods’ such as output (e.g. value added tax) and labour (e.g. income tax). A growing number of environmentalists believe that government should shift the emphasis in the annual Budget towards taxing environmental ‘bads’ such as energy usage, transport, pollution and waste.

Ways in which a government could move towards a ‘greener Budget’ have been illustrated by the environmental pressure group Friends of the Earth which commissioned Cambridge Econometrics to draw up its proposals. Table 14.1 indicates some of its ideas for a more environmentally friendly approach to the public finances.

In the view of many environmental campaigners, progress towards a green Budget has been relatively slow. In the March 1998 Budget, for example, UK Chancellor of the Exchequer, Gordon Brown, announced an extra £500 million investment in public transport (including £50 million for a rural transport fund) and a cut of £50 in the car tax for smaller, cleaner cars in the next financial year. Tony Juniper of Friends of the Earth claimed that the government had not delivered on its promise to put the environment at the heart of government policy and called upon the Treasury to impose some ‘serious levies’ on gas-guzzling vehicles.

**Table 14.1 Proposals for a greener Budget by Friends of the Earth**

<table>
<thead>
<tr>
<th>Transport</th>
<th>Pollution and waste</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Increase air passenger duty on flights abroad from UK</td>
<td>1 Introduce a pesticides tax to discourage the use of pesticides and to support sustainable farming</td>
</tr>
<tr>
<td>2 Increase road tax (vehicle excise duty) to reflect car emissions</td>
<td>2 End incineration subsides and introduce a tax on incineration to encourage recycling</td>
</tr>
<tr>
<td>3 Increase Road Fuel Duty to keep the cost of motoring constant</td>
<td></td>
</tr>
</tbody>
</table>

To assist in the decision-making process, economists have developed a number of techniques to estimate the value of such nebulous concepts as ‘environmental quality’, many of which are based on the idea of ‘willingness to pay’. Hedonic pricing, for example, seeks to compare the price a person is willing to pay to live close to an environmental amenity or the disutility of living in a less favourable location (e.g. in a polluted city or by an airport) by comparing (say) relative house prices of equivalent properties and using the difference to infer the capitalised value of the more desirable location. Contingency valuation uses surveys to estimate how much the public would be prepared to pay to achieve or preserve a certain amenity or form of behaviour such as access to a woodland or use of the car in city centres (see case study). Another approach is to estimate the value an individual places on an environmental benefit by equating it with the amount he/she is willing to pay to provide a substitute (e.g. the price of a water filter could be used to infer the value an individual places on increased water quality). In all these cases, any figures arrived at are, of course, only inferred social values placed on the environment and likely to vary between individuals as well as over time and space.

Calculations of this kind tend to be most useful at an individual project level (e.g. to reduce car usage in a city centre) rather than as a basis for environmental protection generally through an economy-wide policy of fiscal intervention. An alternative solution to a pricing approach is to use tradeable permits which combine elements of both regulation and market forces and can be applied at both the micro and macro level (see the following mini case). Under this scheme, a polluter (whether a firm or country) is given a permit to emit an agreed amount of waste such as sulphur dioxide or carbon dioxide into the environment over a specified period of time. Within the overall limits of the permits issued, individual firms (or countries) can trade permits between themselves, thereby allowing the market to dictate the distribution of pollution within an overall regulated total. Firms (or countries) which can meet agreed standards of emission can benefit by selling permits to those who are unable or unwilling to meet those standards. In effect they are given an incentive to improve their environmental performance over time, whilst the environment gains from the attempts to control and ideally reduce the overall level of damaging emissions associated with economic activity.

**Mini case**

A permit to pollute

In seeking to reduce pollution, governments have a number of options available, ranging from regulation through taxation to market-based solutions such as tradeable permits. Under the 1990 Clean Air Act, for example, the US government laid down targets for cutting sulphur dioxide ($SO_2$) emissions – as part of its attempts to reduce acid rain – and allocated permits to the largest polluters, predominantly the energy utilities. These permits are allocated each year, with allowable emissions being reduced in line with the government’s overall target of reduction. Companies which beat their target can sell spare permits to those businesses which have been unable (or unwilling) to keep pollution within permitted levels. Administering the auction and trading of permits is done by the Chicago Board of Trade, the leading US futures and options exchange.

Similar schemes to reduce carbon dioxide ($CO_2$) emissions – the main greenhouse gas blamed for global warming – were proposed following the Kyoto Summit (1997) which allocated target levels of $CO_2$ reduction based on 1990 levels.
Decision makers in both government and business have a number of techniques and approaches at their disposal when seeking to assess the environmental impact of particular projects, plans, programmes and/or policies. A brief review of some of the important tools of analysis and evaluation can be found below. Students wanting a more detailed account should consult the texts cited in the Further reading section at the end of this chapter.

### 14.5 Assessing environmental impact: techniques and approaches

Decision makers in both government and business have a number of techniques and approaches at their disposal when seeking to assess the environmental impact of particular projects, plans, programmes and/or policies. A brief review of some of the important tools of analysis and evaluation can be found below. Students wanting a more detailed account should consult the texts cited in the Further reading section at the end of this chapter.

#### 14.5.1 Cost-benefit analysis (CBA)

Decision making, whether by individuals or firms, usually involves making a judgement about the gains and losses or advantages and disadvantages from pursuing a particular course of action. In some cases this process may be largely implicit and intuitive, like when a consumer switches from one brand of a product to another. At other times a deliberate attempt may be made to quantify the private costs and benefits of a particular
decision, like the use of investment appraisal techniques which can assist corporate decision makers to evaluate the likely outcome of committing resources to a specific project.

Whereas investment appraisal focuses on the financial costs and revenues associated with a project decision (see below), cost-benefit analysis is concerned with the broader question of gains and losses in economic welfare; in effect, it attempts to identify and evaluate the social costs and benefits associated with a project such as a new motorway or a bypass or building an additional runway at an airport (see also Chapter 13 on CBA). Since not all costs and benefits have an identifiable monetary value (e.g. increased/reduced pleasure), the analyst frequently has to impute a value, often using some of the techniques described above, and will usually be required to convert the future costs and benefits of a project to their present value by applying a discount rate. The underlying premise to the use of CBA is that an investment project should only be undertaken if there is a net gain (i.e. the total discounted benefits exceed the total discounted costs); in practice, political and/or financial considerations may override such a calculation, resulting in some projects going ahead despite an anticipated welfare loss and others being cancelled irrespective of the net benefit thought likely to accrue.

As a technique to aid decision making, CBA is not without its problems. Difficulties facing the analyst include:

- choosing an appropriate discount rate (i.e. the danger of under- or over-estimating future costs/benefits);
- evaluating those costs and benefits which have no clear monetary value (e.g. the amount of ‘pleasure’);
- defining the notion of ‘risk’ and deciding how to measure it (e.g. damage to the environment);
- deciding whether to take account of the impact of a decision on future generations (i.e. the question of intergenerational equity);
- calculating value when something cannot be replaced (e.g. a view or an area of Special Scientific Interest).

While some of these problems are technical, others clearly have a political, social and ethical dimension and this ensures that CBA can never be more than a means of helping decision makers to decide. CBA, in short, does not give the decision; it provides some of the information to assist those in authority to make a choice.

---

**Key concept: Investment appraisal**

In economics the term ‘investment’ has a variety of meanings which can be applied to the actions of individuals, organisations and/or governments. In the context of the firm, the notion of investment tends to refer to the commitment of organisational resources to the acquisition of capital goods such as machinery, premises and other assets. The purpose of such investment is to enable the firm to expand and thereby increase its output of goods and services; investment, in effect, is a key driver of organisational growth and wealth creation.

In deciding whether to invest in a particular asset such as new machine, a firm will tend to take two factors into account: the cost of the proposed investment and the benefits which are likely to accrue to the business if the investment goes
Environmental impact assessment (also called environmental assessment) is a relatively new technique which has gained prominence since it became compulsory for certain projects in the EU under a Commission directive which came into effect in 1988. As its name suggests, the purpose of EIA is to ensure that the relevant authorities (e.g. local planning authorities) are made aware of the environmental as well as the social and economic consequences of a proposed development prior to deciding whether to give approval and (where appropriate) grant planning consent. EIA is thus both an anticipatory and participatory environmental management tool which, like CBA, provides decision makers with information which they can use to help them make a decision about controversial issues such as the route of a new bypass or the site of an out-of-town shopping centre.

Where an EIA is required by law, or requested by a government agency, responsibility for producing it invariably lies with the developers who are normally required to submit their assessment and identify the measures they propose to take to minimise any adverse effects either before or alongside any planning application. Whereas CBA tends to turn everything into monetary values, an EIA utilises measurements which are relevant to the activity or action being considered (e.g. loss of habitat or species), provides baseline information to establish the current position and evaluates how the situation is likely to change if a proposed development is allowed to go ahead. While this methodology is useful in helping decision makers to evaluate the potential environmental consequences of sanctioning a specific project, it may underestimate the likely cumulative effect of an individual decision such as building a motorway or expanding an existing airport. This is a problem not lost on environmental campaigners and pressure groups active in the field of transport policy.
14.5.3 Environmental auditing

Organisations seeking to monitor their environmental performance and to make improvements over time may choose to adopt a systemic approach to environmental management, normally encapsulated in the idea of an **environmental management system** (EMS). A key component of such a system is the periodic environmental audit which may be used by organisations as part of a regular cycle of performance monitoring and evaluation in order to aid corporate decision making.

Like financial auditing, **environmental auditing** is basically a process of checking what has occurred within the organisation to see if this is consistent with existing procedures, protocols, requirements and/or objectives. In the environmental context, this process would tend to include an examination of the organisation’s environmental performance against its stated objectives, policies and the requirements of its environmental management system and within the context of the current legislative framework: in effect a verification that internal policies and legal requirements are being met and that its EMS is working. Armed with this information, the expectation is that management will be in a better position to make more informed decisions relating to improved environmental performance and action, thereby helping to improve the organisation’s public image and helping to protect it from adverse publicity and/or possible fines and litigation.

14.5.4 Life cycle assessment (LCA)

Traditional environmental auditing focuses primarily on the efficacy or otherwise of systems; in contrast LCA concerns itself with the product, thus ensuring a more direct measurement of environmental impact and permitting useful comparisons to be made between the environmental consequences of producing similar products (e.g. glass containers and plastic containers).

Put briefly, **life cycle assessment** involves an analysis of every stage of producing a product and its environmental impact, from the initial acquisition of raw materials through to the eventual disposal of the components and/or the recovery or decomposition of some of the elements. This is sometimes described as a cradle-to-grave approach, hence the notion of a product’s life cycle (see Chapter 9).

A key advantage of the life cycle approach is that it focuses attention on the on-going impact a product may have on the natural environment, ranging from energy use through pollution to waste disposal, and this information can be used by decision makers to try to minimise environmental impact. One area where this analytical technique can be particularly useful is in the design (or redesign) of products and in their marketing. The EU **eco-labelling** scheme, for example, is based on the application of LCA and seeks to encourage the design, promotion, marketing and use of products which have a reduced environmental impact during their life cycle.

14.5.5 Green accounting

**Environmental or green accounting** is a relatively new dimension to business practice and essentially involves various attempts to incorporate environmental considerations into the core functions of a firm’s accounting and financial systems. One way in which this could be approached would be by introducing environmental criteria and consider-
Linking economy and environment: the notion of sustainable development

Historically, economic development and growth through business activity have been portrayed as beneficial to the well-being of a society and as an important influence on the quality of life for its citizens. Accordingly, organisational practices and processes designed to increase production and consumption have generally been welcomed and encouraged, even though their detrimental effects on the natural environment have been recognised for some time.

While economic growth still remains an important objective of governments (see Chapter 12), concern about its environmental (and social) consequences has increasingly become part of the political agenda at both national and international level. Faced with problems such as ozone depletion, global warming, environmental degradation and ecosystem destruction, most national governments – albeit somewhat reluctantly – have come to accept the need for international agreement and action if we are to maintain the capacity of the planet to support human and animal life in the future. The new ‘buzz word’ in political circles is ‘sustainability’, normally used as an abbreviated form of the concept of sustainable development; for many this provides the main hope of reconciling the desire for future economic growth with the need to protect the natural environment on which that growth depends.

As defined in the Brundtland Report (1987), ‘sustainable development’ is development which meets the needs of the present without compromising the ability of future generations to meet their own needs: in effect, making sure that people who come after
us can enjoy at least the same options and opportunities as we currently enjoy. Implicit in this notion is the need to pay due attention to the consequences of human actions and to accept that there are absolute environmental limits on certain forms of behaviour, such as the production and consumption of greenhouse gases or the pollution of water courses through human agency and/or accident.

While much of the attention in the sustainable development debate has understandably been focused on national and international political initiatives and, in particular, on the discussions and agreements entered into at the Earth Summits (e.g. the Biodiversity Convention; the Climate Change Convention; Agenda 21), sustainability is as much about individual and organisational responsibilities as it is about government intervention at a strategic level. Top-down approaches – to return to the jargon – can only be part of the process of seeking more sustainable forms of development; much also depends on the actions of firms and individuals in the marketplace and on their willingness to accept responsibility for their own behaviour and its consequences. This is an issue to which we now turn.

14.7 ‘Drivers’ for change

Pressure on business organisations to contribute to more sustainable forms of development has come from a number of sources, the major ones being legislation and regulation, consumer and commercial influence, and supply chain pressures.

14.7.1 Legislation and regulation

Reference to state intervention via legislation and regulation has been made in previous sections. It is worth reiterating, however, that in the context of the sustainable development debate, pressure for change has grown gradually over time and has occurred at a variety of spatial levels. For example:

- **globally**: Agenda 21 commits signatory nations to programmes of environmental action – particularly at local level (Local Agenda 21) – which have sustainable development as their central objective;
- **supranationally**: the European Union’s Fifth Action Programme (1992) aims to promote sustainability across all areas of the EU’s competency;
- **nationally**: the UK government’s Strategy for Sustainable Development (1994) seeks to operationalise the agreement entered into at the Rio Summit;
- **locally**: local authorities, as part of the Local Agenda 21 (LA21) process, are seeking to develop local sustainable development action plans in consultation with the business and voluntary sectors and with local citizens.

All these initiatives and other associated forms of environmental legislation and regulation have important implications for the business community and can play an important role in pushing firms towards improving their overall environmental performance. The evidence suggests that legislative requirements and standards are likely to be progressively heightened in coming years, particularly through action at the supranational level.
14.7.2 Consumer and commercial pressures

Pressures in the marketplace from consumers and other stakeholder groups have also been an important driver of change in shaping business attitudes and responses. Among some of the more noteworthy developments have been:

- an increase in consumer preferences for ‘green’ products;
- the growth of influential environmental pressure groups (e.g. Friends of the Earth, Greenpeace);
- increased demands made by corporate insurers – particularly where operations are hazardous or dirty;
- growing pressures on business from financial institutions, investors and shareholders to be more environmentally responsible;
- the increased incidence of contract specification (e.g. environmental clauses in contracts between firms and their clients);
- media pressures, especially the threat of bad publicity (e.g. the case of the *Sea Empress*);
- pressure on businesses from employees who are demanding higher environmental standards.

It is not a coincidence that many large organisations now have environmental policies or environmental commitments as part of their mission statements and increasingly refer to their environmental performance in their annual reports. As a growing number of companies have recognised, taking a more positive environmental approach to their activities and operations not only helps to appease important stakeholder groups, but can also provide significant commercial benefits and advantages (see below).

14.7.3 Supply chain pressures

As businesses have become more pressurised by the kinds of ‘up-line’ forces mentioned above, some in turn have exerted pressure down the supply chain by demanding improved environmental practices from their suppliers. The UK do-it-yourself chain B&Q, for instance, has not only audited its own products but also those of its suppliers and has delisted businesses which cannot meet its environmental requirements (e.g. by continuing to source peat products from Sites of Special Scientific Interest). Like other types of pressure, supply chain influences look likely to grow in importance over time, particularly with developments such as LA21 and the establishment of regulatory bodies like the new Environment Agency in the UK.

14.8 Potential benefits of a ‘greener’ approach

Changes in business attitudes and practice can be linked to the pressures for change described above. Getting a firm to alter its behaviour is made much easier, however, if there are identifiable commercial advantages in doing so that cause it to go beyond mere legislative compliance. Figure 14.5 illustrates some of the potential benefits to organisations which adopt a more environmentally friendly and sensitive attitude. It should be clear to the reader that some of the commercial advantages also constitute important ‘drivers’ for change.
14.8.1 Cost advantages

Business strategists and organisations have already generated a considerable amount of pro-environmental jargon: PPP (pollution prevention pays), WOW (wipe out waste) and WRAP (waste reduction always pays) are some of the better-known acronyms. The clear message is that reducing pollution and waste is good for the organisation and for its bottom line: a means through which it can make cost savings and/or achieve efficiency gains.

Benefits of this type can arise in a variety of ways and are likely to be generated in areas such as materials and energy usage, transport, packaging and waste management. Examples include:

- reductions in the amount of waste associated with the production process
- better use of raw materials
- reduced energy consumption
- reduced need for other inputs such as pollution control equipment
- increased opportunities for recycling
- reduced waste disposal costs
- reduced insurance premiums.

In the mid-1980s, for instance, 3M claimed savings of around £200 million, mainly due to energy and material cost reductions under its PPP policy and the organisation – along with many other large companies – continues to support a policy of improved environmental performance as part of its corporate mission. Given the move towards charging polluters and waste producers for their environmental impact (e.g. by the use of landfill taxes), it makes commercial sense for an organisation to undertake an audit of its activities and to introduce some form of environmental management system to identify areas in which potential savings can be made.

14.8.2 Improved market image

The image a business portrays to the rest of society has become increasingly important and for many organisations can represent a source of competitive advantage (or disadvantage). Given modern communications and rapid information flows, positive or negative images can quickly spread across many markets with either beneficial or disastrous effects for the organisation concerned.

---

**Figure 14.5 ‘Drivers’ and benefits of change**

- **Major drivers for change**
  - Legislation and regulation
  - Consumer and commercial pressures
  - Supply chain pressures
- **Potential benefits of change**
  - Cost advantages (current and future)
  - Improved market image
  - New market opportunities and niches
  - Problem avoidance

The firm

---
A company such as the Body Shop provides a good example of a business which has benefited commercially from having good environmental credentials and a strong positive image in the minds of consumers who are concerned with questions of ‘fair trade’ or the testing of products on live animals. Available evidence suggests that businesses with a more responsible environmental attitude and a capacity for communicating this to customers (e.g. through initiatives such as the eco-label or BS 7750/ISO 14000) are likely to improve their market share and develop greater customer loyalty. Their actions may also help to improve employee morale and to boost their ability to attract skilled individuals who are keen to work for an organisation with a good environmental track record.

14.8.3 New market niches/new market opportunities

Concern for the environment and for the impact that business can have upon it has provided some organisations with an opportunity to identify new market possibilities or to exploit gaps in existing provision. As consumers have increasingly begun to indicate a willingness to seek out goods or services that are less harmful to the environment or are socially more acceptable, so producers have responded with new or enhanced offerings. Examples include organic fruit and vegetables, free-range eggs and meat products, biodegradable detergents, recycled paper and ethical investments. The fact that consumers are often prepared to pay extra for such products makes them an attractive proposition to would-be suppliers, particularly if margins can be increased to cover any extra costs of production or distribution.

Mini case

A case of Fair Trade?

Opinion polls have consistently suggested that consumers are becomingly increasingly ‘green’ and/or ‘ethical’, evidently seeking out products which have a better environmental profile or which meet particular ethical standards. But is this any more than rhetoric, with respondents telling interviewers what they believe the questioner wants to hear? Recent evidence with regard to ‘Fair Trade’ products suggests that ethical trading is becoming increasingly significant.

Fair Trade items such as food are goods for which a small premium and a guaranteed price is paid directly to the farmers in developing countries. They include products such as coffee, tea, fruit juices, fruit, vegetables, snacks, wine, sugar and nuts. According to a report in the Guardian (28 February 2004), Fair Trade food has now reached the mainstream in the UK, with annual sales running at £100 million after 40–90 per cent growth a year for a decade. Led by the Co-op, over 3,000 supermarkets now stock Fair Trade products alongside their other offerings, and Britain is thought to be the second largest market after Switzerland. In a global trade currently worth around £500 million, it is clear that profitability and social conscience can go hand in hand – a fact exemplified by Café Direct, one of the UK’s largest coffee companies, which has pioneered the Fair Trade ideal in Britain’s high streets and university campuses.
14.8.4 Problem avoidance

Attempts to improve environmental performance may also be motivated by a desire to reduce or avoid future problems and/or increased costs of production, emanating from such sources as a stricter regulatory regime, supply chain developments or enhanced insurance premiums for businesses with a poor environmental record. Incuring costs now ahead of possible changes in a firm’s operating environment may provide an organisation with an important source of advantage over its competitors in the marketplace.

Despite the potential benefits of adopting a ‘greener’ approach, a key question for many businesses – particularly small and medium-sized enterprises (SMEs) – still remains. Why behave in a way which is more environmentally ‘sustainable’ when this is likely to incur the organisation in additional costs (at least in the short term) and hence reduced profits? Put another way, what is the incentive for a firm to adopt an environmentally responsible orientation with regard to its policies, strategies and operations?

In seeking to answer this question, neo-classical economists would tend to start from the proposition that as the primary responsibility of a business is to the providers of capital, then all the resources of the organisation should be devoted to making profits and that any deviation from this by managers is contrary to the firm’s objectives – a position supported by Milton Friedman who has claimed that the social responsibility of a business is to increase its profits and questions the competence of managers to make non-commercial decisions.8 Under this approach a firm’s management would only be justified in sanctioning more sustainable forms of behaviour if they added more to the organisation’s revenue than to its costs.

Alternative views of the business enterprise generally go beyond this preoccupation with short-term profitability and returns on investment (see e.g. Chapter 6). Stakeholder theory, for example, suggests that there are a number of groups to which a business is answerable when pursuing its aims and objectives (e.g. owners, customers, employees, etc.) and that the requirements of these different interests need to be taken into account when the organisation makes its decisions and establishes its strategy. While returns to the providers of capital remain an important consideration, the stakeholder view recognises that other factors also come into play and may at times be more important than the needs of a firm’s owners. These factors could include considerations such as supply chain pressures and/or the attitudes of customers towards the firm’s activities and behaviour.

More modern views of the firm – including stakeholder analysis – normally portray business organisations as unique and purposeful collectivities of individuals operating in a complex and changing environment where they are subject to broader societal influences as well as more immediate commercial pressures. Thus, while managers in some firms may pursue profit maximisation as their primary good and may never go beyond a grudging minimum level of compliance with the prevailing regime of environment regulation, others will have multiple objectives which may include demonstrating concern for their impact on the environment and on society generally, even if at times it results in reduced profits and increased short-term costs.
Organisations in the latter category might be described as being socially responsible. This is the notion that recognises that business objectives reach beyond short-term financial profit and include concern for the community and for the natural environment in which the firm exists and operates. In the environmental context, responsible organisations are those which set environmental standards above the minimum prescribed by law and seek to incorporate environmental concerns into their mainstream activities and operations. They are, in effect, seeking to conform to the current values and norms of society.

Sethi (1975) contrasts the notion of social responsibility with social obligation and social responsiveness. Social obligation is a situation where the organisation uses legal and economic criteria to control corporate behaviour; the strategy of the business, therefore, is essentially reactive and dependent upon change instigated by the market or through legislation. In contrast, social responsiveness describes a situation where the organisation pursues a proactive strategy and actively seeks social change by demonstrating and promoting socially responsible attitudes and behaviour.

One benefit of Sethi’s typology is that it draws attention to the fact that organisational responses tend to range across a continuum and are conditioned by social forces as well as by functional imperatives. This may help to explain why some organisations will voluntarily decide to act in a more environmentally responsible way while others simply meet their legal obligations. Corporate social responsibility and business responses, in other words, are rooted in the ethical standpoint of the organisation and more particularly its managers, and we need to look beyond simple economic prescriptions of management behaviour if we are to understand the motivations of organisational decision makers. As the previous section illustrates, greater corporate social responsibility and commercial advantage are by no means contradictory objectives.

Economic activity cannot take place without the consumption of environmental resources and the discharge of wastes into the natural environment. Despite the tendency of conventional economic analysis to ignore this simple truth, it is self-evident that environmental problems at all spatial levels stem predominantly from the processes of production, consumption and distribution. In short, for society, the problem is not just what we do but how we do it, indicating that any solution requires an examination of existing economic structures and processes not just types and quantities of economic output.

For many the concept of ‘sustainable development’ appears to offer a possible way forward which is consistent with the traditional economic view of wealth creation. Economists argue that maintaining income over time requires that the capital stock is not run down. Given that the natural environment performs the function of a capital stock for society – by providing resources and services such as the assimilation of wastes – then current economic activity can be said to be depleting this stock. While this may be socially beneficial in the short term by generating wealth, in the longer term the failure to replace or replenish this stock (like selling the family silver) reduces the capacity of the environment to meet our future needs. Sustainability, in effect, implies the need to live within our environmental means and not to pass on the costs of current activities to future generations.
From a business point of view, any talk of sustainable development is frequently associated with limiting growth and with increasing environmental regulation and costs: in short, a ‘threat’ to existing conditions and practices and one to be resisted if at all possible.\textsuperscript{11} Not all businesses, however, take such a defensive view; an increasing number of firms are recognising that adopting a ‘greener’ approach can provide the organisation with both advantages and opportunities. Apart from the potential benefits referred to above (such as cost savings and new market opportunities), pursuing a more environmentally friendly strategy can encourage a business to look at areas such as product design, resource management and innovation and to identify opportunities for efficiency savings and/or market development (e.g. following the oil crisis in the early 1970s, many organisations developed ways of reducing energy consumption and increasing energy efficiency). Given the likelihood that government will require higher rather than lower environmental standards in the future, businesses which tend to be more proactive in setting and maintaining new standards of behaviour are likely to be at a distinct advantage in the marketplace compared to their reactive counterparts.

Current evidence suggests that other stakeholder pressures, too, will continue to push organisations towards more socially responsible forms of behaviour and will require business managers to question the assumptions and values which have traditionally underpinned their perceptions of the role of business and its responsibilities. One of the important challenges facing businesses in the opening decade of the twenty-first century is how to produce products which can improve the firm’s competitive position and at the same time reduce its negative impact on the environment. Any business which can square this virtuous circle is likely to find that demonstrating greater social and environmental responsibility provides it with a discernable source of corporate competitive advantage (see Chapter 15).

**Case study**

Tackling an environmental ‘problem’

Rising income levels bring many benefits for individuals, firms and governments together with problems associated with production and consumption activities. The discussion in this chapter identifies some of the problems and some of the possible approaches which can be taken to solve or ameliorate them. In this case study, we look in more detail at one such concern: the growing use of cars in city centres with its attendant problems of increased congestion, pollution and danger to pedestrians and cyclists. What insights can an economist offer to decision makers responsible for tackling this problem? How can car usage be significantly reduced at a time when we all value increased mobility and convenience?

While the answers to this question will inevitably have political and social as well as economic dimensions, viewed from the economist’s point of view, three broad approaches tend to recommend themselves: (1) reduce car usage through state action (government intervention); (2) offer alternative modes of travel which are attractive to car users (substitute products); (3) control car usage through the price mechanism (manipulating demand). These three approaches can, of course, be used simultaneously or in different combinations and are not always mutually exclusive. Each is discussed below.
State intervention

Under this approach a government could use legislation or regulation to limit the number of cars entering a city centre at any one time. This could range from a complete ban on cars in city centres at particular times or on specified days to schemes designed to limit access to particular groups of drivers (e.g. the emergency services, older people, the disabled, etc.). In some European cities, for example, regulation has taken the form of allowing drivers into the city on certain days according to whether their number plate has an odd or an even number (e.g. Athens). While schemes of this nature clearly would reduce the number of cars allowed to enter a city centre, they tend to be expensive to police and can encourage people to run two cars (i.e. with one odd and one even number plates).

Substitute products

In this case the approach is to get motorists to switch from their cars to alternative modes of transport. This could involve the use of the price mechanism (see below) and/or schemes to make public transport seem more attractive. With regard to the latter a number of approaches have been used:

- **Park and ride schemes** involve motorists parking their cars in (usually) secure locations outside the city and using regular and subsidised public transport to travel into the centre (e.g. Cambridge). These schemes tend to be aimed at shoppers who may be further encouraged to use the facility by making city centre car parking difficult (e.g. reduced on-street parking) and/or more expensive (e.g. parking meters; increased car park charges). Pedestrianisation schemes can further limit the supply of parking spaces (e.g. York).

- **Bus lane priority schemes** are designed to make bus travel quicker and hence more attractive to car drivers facing congestion in neighbouring lanes.

- **Light transit systems** are modern, regular and relatively quick modes of transport, usually from outlying areas into city centres. Examples include Sheffield, Manchester and Singapore.

Manipulating demand

This involves influencing consumer behaviour (i.e. car drivers) through the price mechanism. Among the schemes being tested and/or contemplated are:

- **Road pricing** – essentially charging people to drive into the city centre. Under experiments in cities such as Leicester and Stuttgart, technology has been used to levy a toll on a chosen sample of commuters opting to use their cars to enter the city rather than travelling in by bus along priority lanes. By increasing tolls to reflect (say) air quality (e.g. more pollution, higher prices) or increased congestion, the hope is that some car drivers will be priced out of the market (i.e. they will leave their cars at home or at a park and ride site). Early indications from London, where a congestion charge was introduced in 2003, are that fewer cars are entering the charging zone and that traffic jams have been reduced.
• Taxing car parking spaces – aimed at companies who provide car spaces for their employees whether in the city centre or in other locations. By taxing company car parking, the hope is that individuals will be discouraged from travelling to work by car or at least may consider ‘car pooling’ (i.e. sharing cars).

One interesting proposal canvassed in the late 1990s was a scheme to ban all but low and nil emission vehicles from European Union city centre streets within ten years. Under this proposal (named Alter-Europe), EU cities with populations over 100,000 were invited to participate in a joint purchasing arrangement designed to buy electric and fuel cell vehicles in bulk. By placing joint orders for thousands of vehicles, the expectation was that prices of clean technology vehicles would be significantly reduced, making them more of a realistic proposition as modes of urban transport. Among the cities initially expressing interest in the scheme were Athens, Barcelona, Florence, Lisbon, Oxford and Stockholm. This project appears to be ongoing, albeit in a revised form.

Notes and references

2 See e.g. the problem of establishing property rights discussed in Pearce and Turner (1990), pp. 16–19.
3 External economies and diseconomies of scale are particular cases of production externalities.
4 Externalities can occur on the demand side as well as the supply side. Figure 14.3 assumes no demand-side externalities.
5 Taxes aimed at polluters are sometimes known as ‘Pigovian’ taxes after the economist Arthur Pigou who proposed them in 1920.
6 A subsidy moves the supply curve to the right of its original position.
11 Sustainable development and growth are often (incorrectly) taken to mean the same as limiting growth. This is a result of confusing two types of growth.
Review and discussion questions

1. What are the alternatives open to a government when seeking to reduce pollution caused by car usage?

2. Should UK water companies be given the right to insist that domestic customers install water meters to conserve water stocks?

3. Discuss the ways in which a business may benefit from adopting a more environmentally friendly approach.

4. Identify ways in which a business can become more environmentally ‘sustainable’.

Assignments

1. Many large organisations claim to have an environmental policy which is often referred to in the annual report. Choosing three companies with such a policy, compare and contrast their approach to greater environmental responsibility. Produce your findings in report format.

2. Imagine you work for the local Chamber of Commerce which is keen to encourage small businesses to improve their environmental performance. Produce a leaflet for distribution to Chamber members which:
   (a) identifies areas where a small business could reduce its adverse effects on the natural environment;
   (b) indicates the potential benefits to firms which monitor and seek to reduce their environmental impact.

Further reading

15  Linking business economics and business decision making  473
16  Estimating and forecasting techniques  500
We began this book by portraying business activity as the process of transforming inputs into outputs for consumption purposes, with the firm at the centre of this transformation process and profit as the central driving force of economic organisation for most, if not all, business enterprises. As students of business will readily appreciate, successful firms in competitive markets tend to be those who can anticipate and meet the needs of consumers at prices the customer is both willing and able to pay. To be profitable the unit cost to the firm of producing, distributing and selling a product to customers must be below the price at which it is sold in the marketplace.

When described in this way, it is not difficult to see the contribution of subjects such as marketing, finance, human resource management or production to our understanding and analysis of entrepreneurial activity, particularly at an operational level. Marketing, for example, is generally held to be about the processes involved in meeting consumer needs and wants in ways which are profitable to the organisation. But what of economics? Can the study of what might seem highly abstract ideas, concepts and models be useful to organisational decision makers seeking to gain some form of competitive advantage over their rivals? Can it help to guide decisions about what products a firm should produce, what markets it should operate in, how it should respond to the activities of its competitors or to changes in its broader environment? We hope we have demonstrated that our answer to these questions is a clear ‘yes’.

To support this contention, this chapter builds on the discussions in Chapters 7 and 8 and examines some of the links which exist between the study of business economics and the notion of strategic decision making within business organisations. Corporate Strategy,
Strategic Management, Strategic Analysis or some similarly named module or subject is invariably a key area of study for students on the latter stages of business-related courses. It is appropriate, therefore, to undertake a brief review of some of the economics-based tools of analysis which can be used by firms to inform and direct the process of devising and implementing strategies aimed at acquiring and sustaining competitive advantage. First, however, we need to examine the notion of decision making with business organisations and in particular the ideas of ‘strategy’ and ‘strategic management’.

15.2 Concepts of strategy and strategy development

Like many concepts in the world of business, the term strategy has military origins. Dictionary definitions usually describe strategy as a plan or policy designed to achieve predetermined objectives or the processes of planning and directing a campaign (or war) to meet certain ends. Strategy, in effect, is about achieving an advantage over one’s rivals, gaining the upper hand and deploying resources to establish a favourable position. Ultimately, it is about winning.

In the literature of corporate strategy/strategic management, the term carries similar connotations, albeit within a variety of conceptual frameworks. Andrews (1971) talks of strategy as being a rational decision-making process by which the organisation’s resources are matched with opportunities arising from the competitive environment. Johnson and Scholes offer a similar definition, describing strategy as ‘the direction and scope of an organisation over the long term which achieves advantage for the organisation through its configuration of resources within a changing environment, to meet the needs of markets and to fulfil stakeholder expectations’. These, and similar definitions, are usually associated with the ‘design’ or ‘fit’ school of strategy development in that they portray competitive advantage as depending upon matching the organisation’s internal capabilities with the changing external environment (see Figure 15.1). In contrast, proponents of the resource-based view of the firm (see Chapter 2) have shifted the emphasis away from the firm’s environment and towards its resources and internal capabilities as the primary source of competitive advantage (see Figure 15.2).

Within larger businesses the notion of strategy has relevance at three levels. At the corporate level, a firm’s corporate strategy is concerned with decisions that are to do with the organisation as a whole, in particular where it is going and the scope of its activities. At the business level, its business (or competitive) strategy is about how a business competes within a particular market or industry (e.g. which products it produces and in which markets), while at an operational level, the functional or operational strategies relate to the major functional areas of the organisation such as marketing, production and finance.
In formulating and implementing its overall strategy, a business will need to consider what policies and programmes are required to achieve its goals or objectives. Policies are perhaps best thought of as guidelines or rules which identify the limits within which actions should occur, whereas programmes normally refer to the step-by-step sequence of actions that have to be undertaken if a firm is to achieve its objectives (i.e. they indi-
cate how the firm’s objectives can be achieved within the limits set by the policy). Goals, policies, programmes and strategy should ideally be consistent, with strategy providing the overall direction for the enterprise: the framework within which its goals, policies and actions are integrated into a cohesive whole.

---

### 15.3 The three elements of strategic management

Strategic management is about the management of the organisation overall and as a process is usually conceived of as comprising three main elements: strategic analysis, strategic choice and strategic implementation. It is tempting to see these three activities as a linear process, with analysis leading to choice, which in turn leads to implementation. As strategic managers in both the private and the public sector will verify, in practice, the reality is far more complex, with questions of implementation often being an important determinant of which strategy is chosen or ultimately emerges.

#### 15.3.1 Strategic analysis

As the name suggests, strategic analysis is concerned with providing information for decision makers which helps them to understand and predict the current and future situation of the organisation, in particular in relation to its internal and external environment and in the context of stakeholder expectations. Some of the key questions strategic analysis seeks to answer are:

- How is the organisation’s external environment likely to change in the foreseeable future and how might this affect its activities?
- What are the current strengths and weaknesses of the organisation and how can these best be exploited (or overcome) in pursuit of the organisation’s objectives?
- What do stakeholders currently require of the organisation and is this likely to change in the coming years?

The answers to questions such as these can provide strategic decision makers with valuable contextual information when seeking to choose between the alternative strategies the organisation might pursue.

---

### Key concept: Organisational stakeholders

All organisations have ‘stakeholders’ – these are groups and individuals who can affect and/or be affected by the organisation’s operations and decisions. In business organisations, stakeholder groups typically include managers, employees, shareholders (in the case of companies), suppliers, customers and creditors. In the strategic management literature, distinctions are often drawn between ‘internal’ (e.g. employees) and ‘external’ (e.g. creditors) stakeholders, and between ‘primary’ (e.g. customers) and ‘secondary’ (e.g. the general public) stakeholder interests. In practice, which groups are included in which category can sometimes
15.3.2 Strategic choice

Strategic choice is about choosing between alternative courses of action available to the organisation in light of the circumstances revealed by a strategic analysis. As such it comprises three main activities: the generation of options, the evaluation of the different options and the eventual selection of a strategy (or strategies) from the list of those being considered (Figure 15.3).

As far as the choice of options is concerned, the logic is fairly clear: there are different means to the same ends. The task for decision makers therefore is to decide, firstly, what the most appropriate alternatives are: what strategies to consider and what to discard. Porter, for example, has argued that the success or failure of a business depends on ‘competitive advantage’ which is based on the ability of the firm to deliver a product at a lower cost than its competitors or to offer unique benefits to the consumer that justify a premium price. To achieve such a competitive advantage, he suggests three alternative generic strategies which a firm might consider: cost leadership, differentiation and focus. Cost leadership and differentiation strategies involve the organisation in seeking a

---

**Figure 15.3 Making a strategic choice**

---

differ according to circumstances. For example, where a government decision is concerned, the general public might be seen as a ‘primary’ stakeholder by political decision makers; in the case of a company decision, they will often be seen as secondary stakeholders, but can sometimes become more significant when it comes to issues such as ‘public image’ or ‘ethical behaviour’. Categorising groups in this way is of more than semantic interest; as stakeholder analysis shows, firms need to pay far more attention to the needs and expectations of key stakeholder groups than they do to those whose potential impact on the organisation is peripheral (see, for example, the mini case later on Marks & Spencer, p. 484).
competitive advantage either through low cost or uniqueness in a broad range of industry segments (i.e. a broad competitive scope). A focus strategy, in contrast, is based on a narrow competitive scope, with the firm targeting a segment or group of segments either through cost or differentiation.

Having generated a range of alternative strategies, the next task for decision makers is which strategy/strategies to pursue. One approach to the evaluation process could be to decide which of the options being considered offers the best ‘strategic fit’ between the firm’s internal and external environments and against the background of its stakeholder expectations. It is in this context that the use of analytical techniques and approaches such as PEST, SWOT, scenario planning and the Delphi method can prove useful in this phase of the strategic management process (see below).

### Mini case

**Tesco looks East**

Tesco is the UK’s leading supermarket group with over 800 stores and a market share in 2004 of around 26 per cent of the grocery retail market. In recent years it has pursued a variety of strategies to enhance its position in a highly competitive marketplace. Apart from being aggressively price competitive, the company has successfully extended its product offering and has become a formidable force in areas such as electrical retailing. It has also purchased a number of small convenience store retailers in the UK and has been steadily expanding its operations in overseas markets.

The group’s strategy of steady organic growth and bolt-on acquisitions is exemplified by its decision to tackle the notoriously difficult but highly lucrative Japanese food market. In 2003, Tesco purchased the C-Two Network, a profitable chain of food stores based in Tokyo, for which it paid around £140 million. In April 2004, it announced its intention of taking over Fre’c, a bankrupt chain of 27 neighbourhood stores specialising in fresh food and also based in the Japanese capital. The expectation is that the Fre’c business would be absorbed into C-Two and would be funded from the latter’s resources.

Given the problems of operating in Japan, Tesco’s strategy of incremental acquisition appears a rational choice and provides the company with an opportunity to feel its way into the marketplace without the commitment of too many resources. This cautious but deliberate approach seems particularly appropriate at a time when competitors (e.g. Walmart–Asda) are beginning to target the Japanese market and when Tesco and its rivals are turning their attention towards China.

### 15.3.3 Strategic implementation

Once the firm has chosen its strategy the emphasis shifts to putting it into effect. Key aspects of the strategy implementation process include questions of resource allocation and of organisational structure and design. In an ideal world both the way in which resources are allocated and utilised and the structure a firm adopts should be determined by the strategy it is intending to follow; in practice this is not always the case. As practitioners are only too well aware, structure often helps to shape strategy as well as being shaped by it.
15.4 Economics and business decisions

Given that firms rarely, if ever, operate in a stable external environment free from either actual or potential competition, there is an onus on business decision makers to continually monitor and assess the performance of their organisations and, where necessary, to consider alternative strategies, policies or methods of implementation to improve the firm’s competitive position. As the previous discussion of the strategic management process illustrates, when faced with making choices between alternative courses of action, managers need facts and figures about the current state of the organisation and its environment and how the situation is likely to change in the foreseeable future.

Economists can play an important role in the decision-making process by providing managers with data, information and analysis which help them to understand and predict some of the key forces affecting the firm and the market(s) in which it operates. Demand and supply theory, for instance, offers valuable insights into the factors influencing consumer behaviour and the costs of production and illustrate how changes in market conditions may have to be reflected in increases or decreases in market price. The concept of price elasticity of demand underlines the degree to which firms in less competitive markets tend to have far more discretion over price and output decisions, thereby suggesting a strategy of product differentiation (e.g. through branding and advertising) as an obvious option.

The influence of the economist and economic ways of thinking is not restricted, however, to standard texts on economic analysis but is clearly evident in the literature on strategic management and decision making. Sections 15.4.1 to 15.4.5 below contain examples of how economic ideas, concepts and approaches underlie and inform some of the important tools for management decision making that have been developed in recent years. They illustrate how some of the concerns of the economist are similar to those of the entrepreneur charged with the task of directing the organisation.

15.4.1 Analysing the firm’s macroenvironment: PEST analysis

The acronym PEST (or STEP) refers to the Political, Economic, Social and Technological environment in which firms exist and operate. As a form of environmental analysis or scanning, PEST analysis is basically a method for gathering information and data about the organisation’s current external context and about possible future changes which may have important consequences for its operations (e.g. global recession; political instability in a major market). Such predictions, if accurate, not only reduce the danger that the firm will be taken by surprise by changes in its macroenvironment, but may also help to provide it with a competitive advantage within its industry, especially if its major rivals are less proactive in this sphere.

Within a PEST analysis, economic forecasting is a key component and one which relies heavily on the interpretive skills and expertise of the analyst, whether employed directly by the organisation or hired as an external consultant. Using information and data from a range of sources including government statistics (see Section 15.5 below), the forecaster basically attempts to provide an image of how the firm’s economic environment is likely to change over time. At the macro level, this would typically include
predictions about future levels of growth, inflation and interest rates, as well as employment-related data such as skills shortages and/or evidence of wage pressures building up in the economy.

To assist in an analysis of a firm’s economic environment and its potential consequences, organisational analysts can make use of a wide variety of techniques, ranging from those involving quantitative measurements and predictions to the more qualitative or judgemental approaches associated with opinion canvassing. These might include:

- **trend extrapolation** – essentially a technique for predicting the future based on an analysis of the past, the assumption being that in the short run at least, most factors remain fairly constant and critical changes in the key variables are unlikely to occur (see Chapter 16);
- **scenario writing** – a tool for ordering decision makers’ perceptions about possible future environments in which business decisions might have to be played out; an attempt to paint a picture of the future so that managers can consider how to respond should change occur (see the mini case ‘Shell and scenario planning’);
- **expert opinion** – the Delphi method – the use of panels of experts either within the firm or from outside from which the organisation is able to distil a view of likely future developments and their root causes.

Students requiring a fuller discussion of these and other techniques are encouraged to consult Chapter 17 of our companion text.6

---

**Mini case**

**Shell and scenario planning**

In seeking to anticipate changes in the business environment, organisations have a range of analytical techniques that they can utilise. One such technique is scenario forecasting. This is generally associated with larger organisations and tends to be used as an aid to long-range planning and strategy development.

The multinational oil giant Royal Dutch Shell has been one of the world’s leading commercial users of scenario forecasting. Traditionally, the company’s planners used to forecast future trends in the oil market by extrapolating from current demand. In the early 1970s, however, the decision was taken to develop a range of possible future scenarios which managers could use as a starting point for decision planning under different conditions. This approach to forecasting proved particularly beneficial in the mid-1980s when a rapid fall in oil prices sent shock waves through the world oil market. Shell planners had envisaged such a possibility and its managers had planned responses in the event of such a scenario happening. As a result, effects on the company appear to have been minimal, whereas some of its competitors were less fortunate.

Shell’s use of scenarios as an aid to planning continued into the 1990s and it helped the company to overcome the difficulties caused by the disruption to oil supplies during the Gulf War. Shell’s current approach to forecasting appears much more streamlined than in the 1970s and it now uses relatively simple techniques to create its scenarios. Under the Shell approach, planners normally reduce the number of anticipated futures to two likely scenarios and these are used as a basis for strategic planning and decision making. It has also introduced the notion ‘There Is No Alternative’ (TINA) which involves...
In practice the choice of analytical techniques and approaches used by firms will tend to be conditioned by a variety of factors, including resource constraints, the type of information required, the time factor and the perceived importance of the forecast to the process of organisational decision making. At one extreme (e.g. a small business), a firm may rely predominantly on the experience and judgement of its manager(s) and the process will tend to be informal and largely intuitive. At the other extreme (e.g. a multinational company), there may be a sophisticated, complex and formalised system of economic information-gathering and analysis, involving the use of a range of techniques and the commitment of substantial resources to support the decision-making process. In the last analysis, of course, there is no guarantee that the latter approach will be any better than the former, given that predicting the future is far from a precise science. That said, its seems reasonable to assume that for a business, thinking about possible future economic events and contingencies – however rudimentary a process this involves – is better than not thinking at all.

15.4.2 Analysing the firm’s microenvironment: Porter’s five-forces model

Like PEST analysis, the five-forces model is a well-known framework for analysing the firm’s business environment, in this case the focus being at the micro rather than the macro level. Rooted in the Structure–Conduct–Performance paradigm (see Chapter 7), the model was developed by industrial economist and Harvard professor Michael Porter as a means of understanding the basic structural forces affecting the organisation in a competitive environment.

The essence of Porter’s argument is worth restating: namely, that an organisation’s operating environment is predominantly conditioned by the intensity of competition in the industry or industries within which it is competing and that this is a critical influence not only on the competitive rules of the game, but also on the strategies potentially available to the firm. This competition, as previously indicated, is determined by five basic competitive forces – three horizontal (competition from existing suppliers, competition from substitute products, the threat of competition from new entrants) and two vertical (the bargaining power of buyers and suppliers). It is the collective strength of these forces, according to Porter, which determines the ultimate profit potential in the industry, as indicated by the rate of return on invested capital relative to capital cost (see Figure 15.4).
Porter’s analysis goes on to identify the key variables which determine the strength of each of the five competitive forces. These comprise a range of concepts which will be readily familiar to students of business and economics (e.g. price sensitivity, exit barriers, fixed costs, economies of scale, supplier concentration, propensity to substitute, etc.). Under the heading ‘threat of entry’, for example, Porter identifies barriers to entry as a key factor which will affect the number of firms able to enter the industry and compete with existing organisations. According to Porter, the principal barriers faced by potential new entrants include:

- economies of scale
- capital requirements
- product differentiation
- cost advantages independent of scale
- expected retaliation by existing suppliers
- access to distribution channels
- legal and regulatory barriers.

Since Porter’s model is used here for illustrative purposes, there is no need to examine the five forces in detail nor to engage in a lengthy description of the variables affecting the different competitive elements, some of which have already been considered elsewhere (see especially Chapter 7). The essential point to note is that, as with the Structure–Conduct–Performance paradigm, Porter identifies industry structure as a
critical influence on business performance and he seeks to demonstrate the strategic implications of the five competitive forces affecting the firms within an industry. For Porter, the industry environment is the key arena in which firms compete and hence should be the primary focus of analysis and for business response.

Given its relative simplicity and value as a conceptual tool, Porter’s model is not without its merits and it has become a standard reference in most books on strategic management and decision making. Critics, however, have argued that the five-forces approach to industry analysis fails to take into account the dynamic nature of competition and industry structure, in particular the degree to which, within the competitive process, industry structure can be continually changed by both the deliberate decisions of firms and the competitive interaction between organisations.

15.4.3 Identifying sources of competitive advantage: the value chain

Porter’s five-forces model is essentially an analytical framework for understanding the competitive forces within an industry and can be used to inform the process of choosing one of the three generic strategies referred to above. Porter was equally interested in how an organisation could create and sustain a competitive advantage over its rivals and in the processes of strategy implementation – themes he took up in his book entitled *Competitive Advantage.*

The economic logic of Porter’s argument is plain to see. Competition is at the heart of business success or failure; successful firms are those who can create sustainable competitive advantage based either on the ability to deliver a product at a lower cost than their rivals or to create an offering with unique benefits to the buyer that can justify charging a premium price. The problem for the firm, in short, is to identify, understand and exploit those aspects of its activities which help it to achieve a comparative cost advantage or to differentiate itself from its rivals.

Porter’s value chain analysis has been widely adopted as a tool for diagnosing and enhancing sources of competitive advantage within organisations. By separating the firm into the discrete but interrelated activities involved in producing a product, Porter argues that it becomes possible to identify sources of and/or opportunities for competitive advantage which emanate from creating value for buyers (note the link with notions of *marginal utility*). It is these activities from which ‘value’ (expressed in terms of a firm’s revenue) ultimately flows.

---

**Key concept: Value**

In economics the term ‘value’ tends to be used in two main ways:

1. to refer to the total utility which derives from consuming a product (known as its ‘value in use’)
2. the quantity of some other commodity for which the product in question could be exchanged (known as its ‘value in exchange’).

Where the other commodity in question is money, then the value attributed to a product is represented by its ‘price’. In most economic contexts the term value is used in this second way.
As far as Porter’s value chain is concerned, both meanings of the term seem to be inherent in his analysis. From the consumer’s point of view, the activities of the firm help to create value for the buyer which contributes to his or her satisfaction when consuming the product. For the firm, the revenue it derives from creating this value is clearly linked to the price it charges for its product. Porter’s insight was that he identified the various processes involved in value creation as potential sources of competitive advantage for an organisation. By breaking down the production process into a series of interrelated activities, Porter drew our attention to the opportunities available for simultaneously creating value for the organisation and for its customers.

**Mini case**

The search for greater price competitiveness

In markets which are highly competitive, there are always winners and losers. Firms which initially establish a strong market presence can, however, find this position being eroded over time if they fail to innovate and to respond to changing customer demands and expectations. Marks & Spencer, one of the UK’s best-known retailers, found itself in this situation at the end of the 1990s. As sales and profits slumped, the company found its share price under pressure and rumours of a possible takeover became rife. In response, the company announced changes at boardroom level and began to put together the elements of a new strategy designed to change the company’s old-fashioned image in an attempt to win back customers and to revive flagging sales and profitability. Part of this strategy involved being competitive on price as well as on quality and appeal.

To help to improve its price competitiveness, Marks & Spencer announced its decision (in October 1999) to rationalise the group’s supply base by reducing its main suppliers from four to three in order to achieve greater economies of scale. The unfortunate company involved, William Baird’s, had been supplying Marks & Spencer with clothing for over 30 years and employed around 7,500 people in Britain and Sri Lanka supplying Marks & Spencer alone. In 1998/99, Baird’s sold goods to its chief customer worth around £170 million, representing around 40 per cent of its turnover.

In a further effort to reduce its costs, Marks & Spencer announced that it would be sourcing an increased amount of its merchandise from abroad, from countries such as Morocco, Portugal and Sri Lanka where labour costs were cheaper. In an industry which has been traditionally low-skilled and labour-intensive, British textile firms have found it increasingly difficult to compete with low-wage economies. The problem has been compounded in recent years by the strength of sterling which has made exports more expensive and imports cheaper. Marks & Spencer’s decision to source more goods abroad is, in effect, part of a general trend among firms seeking to compete more effectively in an environment of increasing globalisation.

In the last analysis, cutting shelf prices by reducing supply costs can only be part of a strategy to win back customers. As Marks & Spencer itself has recognised, attention has also to be paid to the demand side which is affected by factors such as quality, product range, image, customer service and branding. Among its decisions to improve its performance in these areas, Marks & Spencer has introduced changes to the look of its
A simplified and adapted diagrammatic representation of the generic value chain is shown in Figure 15.5. In his analysis, Porter divides the organisation’s primary activities into five categories: inbound logistics, operations, outbound logistics, marketing/sales and service. These are the activities concerned with the creation, sale and transfer of the product to the buyer and after-sales support.

- **Inbound logistics** refers to those activities that are concerned with receiving, storing and distributing inputs to the product or service, such as materials handling, transport, stock control, etc.
- **Operations** involves transforming the inputs into the final product form and hence would include production, packaging, assembly, testing and so on.
- **Outbound logistics** then collect, store and distribute the product to customers – activities which normally include materials handling, warehousing, transport and order processing.
- **Marketing and sales** refers to the means by which buyers are made aware of the availability of the product and are able to purchase it (e.g. promotion, advertising, selling, channel management and pricing).
- **Service** comprises those activities which help to enhance and/or maintain the value of a product, such as installation, repair, training and the provision of spares.

Each of the categories of primary activities is linked to what Porter describes as support activities. Again these are divided into a number of generic categories.

- **Procurement** refers to the process of acquiring inputs which are used in the firm’s value chain (not to the resources themselves). Accordingly, it is an activity that normally occurs throughout the organisation, not just in the purchasing department.
- **Technology development** consists of a range of activities that are basically concerned with trying to improve the firm’s product and processes. Examples include basic research, product design, process development and improvement.
**Human resource management** comprises the activities involved in recruiting, hiring, training, developing and compensating people within the organisation. Like the other support activities, human resource management activities occur in different parts of the organisation; they are of primary importance to the firm and its well-being and in some industries (e.g. service industries) hold the key to competitive advantage.

**Firm infrastructure** refers to those support activities – again spread across the organisation – that contribute to the entire value chain. The key infrastructural elements include planning, management, finance, quality control and legal activities.

As Porter recognises, to be effective a value chain analysis cannot simply be an investigation into each of the firm’s activities; it also has to identify the linkages which exist both within and between value chains and to assess how these can contribute to the organisation’s competitive advantage. Within the organisation, for example, the firm’s marketing activities will be affected by the quality of its after-sales service and the latter may be an important source of differentiation which is not easily replicated by rival organisations. Outside the business, a considerable degree of value creation may emanate from the firm’s supply and distribution arrangements, exemplified by the degree to which car manufacturers are dependent on a supply of quality components from other organisations and on the quality of service provided by their distributors. These links between an organisation’s value chain and the value chains of suppliers, distributors and ultimately buyers are what Porter describes as the firm’s broader value system. Like internal linkages, these vertical relationships provide the organisation with a source of competitive advantage which other firms find difficult to emulate.

In exploring how value chain analysis can assist decision makers to identify and exploit opportunities for creating competitive advantage, Porter draws on ideas and concepts readily familiar to the business economist. On the cost side, he argues that costs can be identified in terms of the different activities within the value chain and that the behaviour of these costs depends on a number of structural factors he calls ‘cost drivers’. These might include economies/diseconomies of scale, experience curve benefits, timing, the location of an activity, and institutional factors such as government pricing. To gain a competitive advantage, the firm needs either to control these cost drivers (e.g. by exploiting scale economies) or to reconfigure the value chain to its advantage (e.g. finding better ways to produce, distribute or market its product).

Differentiation is equally seen to flow from the activities within the value chain, with any value activity being a potential source of uniqueness for the organisation. As with costs, Porter argues that the firm needs to consider the factors which are driving this uniqueness, such as policy choices, locational influences, choice of suppliers or brand image. It is then in a position to enhance this differentiation in one of two ways: by improving on the source(s) of its uniqueness or reconfiguring the value chain to offer greater opportunities for achieving a uniqueness which is not easily copied by rivals (e.g. one based on a multitude of highly compatible linkages across the value chain).

15.4.4 The make-or-buy decision: transactions cost economics

Within his discussion of the configuration and economics of the value chain, Porter refers to the influence of an organisation’s competitive scope. Among the questions a business has to face are:
In which industry or industries should we compete?
What should be our geographical spread?
To what extent should our activities be performed in-house or by outside organisations?

The answers to concerns such as these determines whether the firm adopts a narrow or broad scope and whether it operates as a largely self-sufficient entity or in coalition with other organisations (e.g. through a joint venture or licensing arrangement). As indicated previously, important questions such as the make-or-buy decision are central to the field of transactions cost economics (see Chapter 2).

There is no need to repeat the analysis contained in Chapter 2 (students are advised to pause at this point and to quickly revise their understanding of transactions costs). The essential point to note is that from a decision-making point of view, firms sometimes have to decide whether the costs and benefits of a market relationship (e.g. buying raw materials for production) outweigh those of a non-market kind (e.g. producing the materials oneself). Where the transactions costs of a market relationship are high, some firms may decide to ‘internalise’ these by acquiring the firm(s) supplying its raw materials or components or involved in distributing its finished goods. A strategy of vertical integration, in other words, may be driven at least in part by a decision by the firm to seek the net benefits of internalisation.

Transactions cost analysis can also help to provide insight into a number of other areas of corporate decision making. For example:

- **Multinational activity** may be a preferred option for firms seeking to exploit an international market when the transactions costs of having wholly owned foreign subsidiaries is lower than the alternatives such as subcontracting, licensing or joint ventures.
- **Contract renegotiation** between firms can be linked to asset specificity and the possibilities this creates for opportunistic behaviour where one firm becomes heavily committed to a transaction because of its sunk assets.
- **Long-term contracts** may appear a better solution for firms faced with the problem of asset specificity and the possibility that a supplier, producer or distributor will try to renegotiate more favourable terms. (Note: vertical integration is an alternative course of action to prevent opportunistic behaviour arising from asset specificity.)
- **‘Outsourcing’ decisions** may reflect a relative improvement in transactions costs compared to in-house provision as competition becomes more intense and the business environment becomes more turbulent.
- **Partnership arrangements** between firms might provide sufficient benefits (e.g. increased quality, lower costs, innovation) and flexibility within a transaction framework to obviate the need for formal integration.

In all the above cases, a central question facing the firm is whether the transaction costs of buying from (or supplying to) another organisation outweigh the administrative costs of managing the internal relationship. While this may not be the deciding factor in a firm’s decision to make or buy, it is likely to be an important consideration at some stage during the decision-making process.
Analysing strategic interaction: game theory

A firm operating in a competitive market faces a degree of uncertainty regarding the actions/reactions of its rivals to any changes in its strategy. If firm X lowers its price, for instance, will its competitors follow suit? If it alters its non-price strategy, will its rivals respond by changing theirs? Questions such as these can be vitally important to the organisation and its competitive advantage, as illustrated by the periodic price wars in the newspaper and oil industries and the fierce competition between the major UK supermarket chains.

As demonstrated in Chapter 7, game theory provides a theoretical basis for analysing strategic interaction, particularly within oligopoly markets. The essence of the approach is to model the likely actions/reactions (i.e. ‘strategies’) of the participants (or ‘players’) in the game and to examine the consequences (‘pay-offs’) of the different responses each firm might make in a competitive situation. In the context of a game, the decisions made by the different players are said to be ‘strategic’, given that they not only affect the other players but also affect the choices they make.

As far as the analyst is concerned, game theory can be a useful tool for predicting the likely behaviour of firms under certain market structures. It can help managers to devise a strategy to achieve a particular desired outcome, with the strategy being the broad pattern or plan which guides the organisation’s decisions in areas such as price, output, promotion, cost, etc. The ‘pay-off’ for the organisation of pursuing a particular course of action depends not only on the strategies being pursued by the different players, but also on the constraints that each faces (e.g. customer responses, available technology, legal restrictions, etc.). A given strategy is said to be a player’s ‘dominant strategy’ if it offers the participant the highest pay-off regardless of what the other players do.

Information for business decision making

Researching in the field of business economics and business environment can be a daunting task, given the extensive amount of information and statistical data available. To help in this direction the final section of this chapter outlines some of the key national and international information sources, which are readily accessible to both students and businesses. While the list is by no means exhaustive, it gives a good indication of the wide range of assistance available to researchers and of the different formats in which information is published by government and non-government sources for different purposes. Accessibility of statistics has been greatly enhanced in recent years with the enormous expansion of material published on the internet. The best sites bring a new interactive dimension to statistics and offer the user far more than static pages of data. Users are now often able to choose their own combinations of data, geographical areas and publication format – as a table, chart or maps.
15.5.1 Statistical sources

Statistical information is an important component of business research and students need to be aware of what is available, particularly as some data turn up in the most unexpected places. Three key guides in locating statistical information are:

1. **National Statistics Online.** Website offering up-to-date, comprehensive data relating to the UK economy and society. ONS is committed to making its published documents freely available online. It is also harnessing the opportunities offered by the web to join up data, to tailor data to users’ needs, and present data in different formats. ‘Navidata’ and Neighbourhood Statistics are just two examples of this.
   http://www.statistics.gov.uk

2. **Eurostat.** Eurostat – the statistical office of the European Communities – works to ensure harmonisation of data collected by member states, and the publication of comparable data across the EU. An extensive wide range of economic, social and trade data is available online – much of it free. Some is also available in print.
   http://europa.eu.int/eurostat

3. **World Directory of Non-Official Statistical Sources.** Published by Euromonitor and a key guide to non-official sources. The directory concentrates particularly on sources dealing with consumer goods, consumer trends, key industries and national economic and business trends. It has a subject and a geographical index.

Some of the main statistical sources, arranged in alphabetical order, are discussed below:

4. **Annual Abstract of Statistics.** Published by the ONS, this is an authoritative source of official statistics arranged under various headings which include population, production, energy, transport, trade and public services. Figures usually cover a ten-year period and are presented in tabulated form. There is a detailed alphabetical index at the end. Available free on the internet at www.statistics.gov.uk

5. **Census 2001.** Published by the Office for National Statistics (ONS) this includes comprehensive statistics about the UK population – including breakdowns by age, sex, regions, workplace, migration, etc. Includes brief profiles for parishes. Available free on the internet at www.statistics.gov.uk/census2001/default.asp

6. **Consumer Europe.** Produced by Euromonitor, the handbook presents marketing statistics for over 300 products across 16 Western European countries with the emphasis on consumer goods and consumer trends. The information, which is updated at yearly or two-yearly intervals, examines the main product groups and includes predictions on future levels of consumption. A Consumer Eastern Europe applies the same format to eight Eastern European countries.

7. **Datastream.** A finance and economics online database, produced by the Thomson Corporation. Accounts for public companies around the world, together with share prices and stock market indices. The economics databases cover a vast range of current and historical international economic series, including money supply, inflation and interest rates for 150 countries. Data are taken from many statistical sources, including OECD and the UK government, central banks and unofficial statistical sources.
8 Economic Survey of Europe. Published annually by the United Nations (UN). The survey includes data in various forms on individual countries and on geographical groupings in Europe and identifies trends in areas such as agriculture, industry, investment and trade. Tables and charts include written commentary. Available free on the internet at www.unece.org/ead/survey.htm

9 Economic Trends. A monthly publication by the ONS and a key guide to the current economic indicators (e.g. prices, unemployment, trade, interest rates, exchange rates). The figures span several years, as well as the latest month or quarter, and tables and charts are provided. A quarterly supplement United Kingdom Economic Accounts covers the balance of payments and the national accounts and an annual supplement contains long runs of up to 50 years of data.

10 Economist Intelligence Unit Country Reports. Reviews the business environment for countries and is divided into six major regions of the world. Quarterly reports summarise major events, issues and trends and provide key statistics. These are available on paper or via the internet (subscription).

11 Employment in Europe. Contains an excellent overview of employment issues in Europe. Published annually by the European Commission, with a different focus in each issue. Available free on the internet at www.europa.eu.int/comm/employment_social/employment_analysis/employ_en.htm

12 Europa World Year Book. Published by Europa, London. An annual book which has an A–Z listing of all countries. Each entry contains a political and historical overview of a country, key statistics, contact details and basic facts about leading organisations, political parties, the media, diplomatic representation, etc.

13 European Economy. Published by the European Commission and contains reports on the economic situation and other developments. The journal includes data on economic trends and business indicators and provides a statistical appendix on long-term macroeconomic indicators within Europe. Published six times a year and available free on the internet at http://europa.eu.int/comm/economy_finance/publications/europeaneconomy_en.htm

14 European Marketing Data and Statistics. An annual publication by Euromonitor providing statistical information on the countries of Western and Eastern Europe. The data cover a wide range of market aspects – including demographic trends, economic indicators, trade, consumer expenditure, retailing – and often show trends over a 21-year period. The information is provided primarily in a spreadsheet format and there is an alphabetical index.

15 Family Spending. A comprehensive overview from ONS of household expenditure and income. Statistics are derived from the annual Expenditure and Food Survey which brings together the former Family Expenditure and National Food Surveys. The survey has very detailed tables and charts – mostly for the latest year – and some regional analysis is provided. Available on the internet at www.statistics.gov.uk

16 Financial Statistics. A monthly publication by the ONS on a wide range of financial aspects including the accounts of the public and non-public sectors of the economy. Figures cover the latest month or quarter together with those of previous years. Available free on the internet at www.statistics.gov.uk
17 *General Household Survey.* A continuous sample survey based on the financial year of the general population produced by the ONS. The survey spans a wide range of household-related aspects – including housing, health, education and employment – and is widely used as a source of background information for central government decisions on resource allocation. Since 1994, it has been renamed *Living in Britain: Results from the General Household Survey.* Available free on the internet at www.statistics.gov.uk

18 *International Marketing Data and Statistics.* An international compendium of statistical information on the Americas, Asia, Africa and Oceania published annually by Euromonitor. Information on demographics, economic trends, finance, trade, consumer expenditure and many other areas usually covers a 24-year trend period, and an alphabetical index is provided. Available on internet as *World Marketing Data and Statistics.* www.euromonitor.com

19 *Labour Market Trends.* A monthly publication by the ONS that contains labour market data and a number of feature articles.

20 *Marketing Pocket Book.* Published by World Advertising Research Centre. An essential source of statistics and information. Published annually. Sister publications include *European Marketing Pocket Book* and *Retail Pocket Book.*

21 *Monthly Digest of Statistics.* The key source of current information on national income, output and expenditure, population, employment, trade, prices and a range of other areas. Recent (up to ten years or more), as well as current data are provided. Published by ONS. Available free on the internet at www.statistics.gov.uk

22 *New Earnings Survey.* An annual publication in parts by ONS. It contains detailed statistical information on earnings by industry, occupation, region, country and age group. Available free online at www.statistics.gov.uk

23 *Neighbourhood Statistics.* ONS interactive website providing access to local statistics on a wide range of subjects including population, crime, health and housing. Statistics can be sorted in different ways, viewed as tables, charts or thematic maps, downloaded, etc. http://neighbourhood.statistics.gov.uk


25 *OECD Economic Outlook.* Twice yearly assessment of economic trends, policies and prospects in OECD and non-member countries. Includes articles as well as figures, tables, charts and short-term projections, and looks at developments on a country-by-country basis. Available for subscribers on the internet.

26 *OECD Economic Surveys.* Useful annual publications by the OECD providing individual country reports of the world’s advanced industrial economies. Full reports available online to subscribers.

27 *Overseas Trade Statistics with Countries outside the European Community.* Published monthly by TSO and containing statistical information on trade with non-EU countries. Available free on the internet via www.statistics.gov.uk
28 Regional Trends. An annual ONS publication providing a wide range of information on social, demographic and economic aspects of the UK’s standard planning regions, together with some sub-regional and EU data. Available free on the internet via www.statistics.gov.uk

29 Social Trends. Another annual ONS publication, in this case looking at different aspects of British society, including population, education, environment, housing, leisure and transport. It provides a more detailed analysis of data produced for the Annual Abstract of Statistics and includes a large number of charts and diagrams. Information often spans a 15–20-year period and an alphabetical subject index is included. Available on the internet via www.statistics.gov.uk


31 United Kingdom National Accounts (or ‘Blue Book’). Published annually by ONS, it contains data on domestic and national output, income and expenditure, and includes a sector-by-sector analysis. Figures often cover ten years or more and an alphabetical index is provided. Available free on the internet at www.statistics.gov.uk

32 United Nations Statistics Division. The UN Statistics Division publishes a vast range of economic, trade and social data from many international sources. Available formats include the United Nations Statistical Yearbook (hardcopy), which provides a detailed international comparative analysis of UN member countries, and the National Accounts Main Aggregates Database (free online access). For online subscribers, a far more extensive selection of statistics is available at http://unstats.un.org

33 World Economic Outlook. Published twice a year by the IMF in various languages. It is an analysis of global economic developments in the short and medium terms. It gives an overview of the world economy and looks at current global issues. Available on the internet at www.imf.org

15.5.2 Information sources

Information on the different aspects of the business environment can be found in a variety of sources, including books, newspapers and periodicals. These often provide a wealth of contemporary data and commentary which can be located relatively easily in most cases, using indices and other reference works designed to assist the researcher. While an increasing amount of information is available on the internet, the fastest and most reliable way of finding what you want tends to be to use newspapers and magazines which are often available electronically (and which are loved by librarians!). In the last few years, more and more abstracting databases have moved over to the web, and now also offer the full text of articles, thereby reducing the amount of time it takes to research a topic. BHI (see below) can be used to trace information, but there are other alternatives (e.g. Expanded Academic ASAP and Academic Search Elite). It is even possible to customise your business databases to cover the most popular titles in a particular
library. But remember, the situation tends to change on a regular basis, so you need to keep up to date. Some key sources in this area are discussed below:

1. **British Humanities Index (BHI).** A comprehensive guide to over 300 current periodicals, BHI is published quarterly and contains a number of areas relevant to students of business. Sources are arranged in alphabetical sequence and there is an author and subject index. Available electronically at www.csa1.co.uk


3. **Business and Industry.** Covers trade and business news titles worldwide and is available as an online, web-based or CD-ROM database.

4. **Business Source Premier.** Full text for more than 3,650 business journals, 300 of which are provided back to 1922.

5. **Catalogue of British Official Publications Not Published by the Stationery Office.** A bimonthly publication from TSO, annually cumulated, showing a list of publications from a range of public bodies (e.g. quangos) but which are not published by TSO. Arranged in order of department or organisation, with a combined author/subject index. Available on CD-ROM.

6. **Emerald Management Reviews.** Formerly known as Anbar. Summarises articles from over 400 periodicals, many of which link to full-text copies. Available at www.emeraldinsight.com

7. **European Business ASAP.** A CD-ROM or web database (where the home site is called Infotrac Searchbank) which has full-text articles from the 100 most popular journals in academic business libraries in Europe.

8. **Extel.** A detailed company information service for British and overseas companies provided by Extel Financial Limited. The service is provided on CD-ROM and covers companies of various types, including quoted and unquoted business.

9. **FT McCarthy.** Available as a CD-ROM, online or web database, McCarthy covers business and management articles from over 50 newspapers and trade publications in the UK, Europe and further afield. Its business focus make it an excellent starting point for any research, since it usually contains relevant key stories.

10. **General Business File International.** Available as a CD-ROM or web database (under the name Infotrac Searchbank General Businessfile), this database includes the European business ASAP database as well as more international titles, stockbroker research and company profiles.

11. **Guardian Index.** A monthly publication which provides a detailed index to articles appearing in the Guardian newspaper.

12. **HMSO Annual Catalogue** now known as the **Stationery Office Annual Catalogue.** A list of all TSO publications during a particular year. The catalogue is arranged in departmental order and has a subject index at the end. Available on the internet (www.tso-online.co.uk) and on CD-ROM (UK Official Publications).

13. **IMID/MICWeb.** Based on the holdings of the Institute of Management’s book and journal article databases which form part of the largest collection of resources on management in Europe, focusing in all aspects of management theory and practice. MICWeb is updated monthly, as is the IMID CD-ROM. Business students can join the Institute of Management and have access to the library services.

14. **Lexisnexis.** Wide range of national and local newspaper articles. Available at www.lexis-nexis.com
15 *Monthly Index to the Financial Times*. An index to all the articles listed by subject and by author that have appeared in the FT during the period concerned. The *Monthly Index* cumulates as the *Official Index to the Financial Times* and both are an invaluable reference source on business matters. See www.psmedia.com
16 *PROMT*. Another database available online, on the web or on CD-ROM. Covers trade and business news sources worldwide.
17 *ProQuest Direct* (also known as ABI/Inform). One of the best business databases because of its range and the quality of its abstracting and information retrieval. Many businesses now have access to the full text of many articles as well as summaries.
18 *Publications of the European Community*. An annual catalogue of all the publications, including periodicals, issued by EU institutions during the year. Available on the internet via www.eur-op.eu.int
19 *Research Index*. A regularly published index to articles appearing in the commercial and industrial press and in periodicals. The index provides references to industries and subject areas and to companies by name.
20 *Scimp*. The selective cooperative index to management periodicals (hence ‘scimp’), published ten times a year and a useful source of information on European publications on management issues.
21 *The Times Index*. A monthly index, dedicated to *The Times* and its associated publications (note, this does not include the FT). The index is arranged alphabetically by subject heading and by author and provides a list of the dates and the pages of the relevant publication. Available on CD-ROM for *The Times* and the *Sunday Times*.
22 *Whitaker’s Books in Print*. A list of all the titles currently available in the UK. Published annually and available on microfiche and CD-ROM.

15.5.3 Other useful sources

2 *Bank Reviews*. Quarterly publications by some of the leading clearing banks and often available free on request. These include *Barclays Economic Review* and *Lloyds Economic Bulletin*.
3 *Business Studies Update*. Published annually by Hidcote Press and a very useful source of discussion on contemporary business issues.
4 *CBI Industrial Trends Survey*. A quarterly guide to the state of UK manufacturing industry based on questionnaire responses by businesses. It provides a useful insight into business prospects and an indicator to future changes.
5 *Company Annual Reports*. Available on request from all public companies and some private ones. Many are available online through company websites.
6 *Consumer Goods Europe*. Replaces *Marketing in Europe*. It is a monthly publication by Corporate Intelligence on Retailing and contains detailed studies of the markets for consumer products in leading European countries.
7 *Economics Update*. Another annual publication by Hidcote Press and designed to provide a review and discussion of contemporary issues relevant to students of economics and business.
8 Ernst and Young’s International Business Series. Entitled *Doing business in...*, it contains a wide range of information on business conditions in different countries and is a very useful reference source. The information is updated fairly regularly. PricewaterhouseCoopers has a rival publication that is also very informative.

9 *European Business Review*. A pan-European journal published by MCB University Press. It includes articles, editorial comment, news reports and a discussion of recent publications. The journal also incorporates the *New European* which looks at the more cultural, political and environmental developments within Europe. Has CD-ROM and online facilities.

10 *European Journal of Marketing*. Another publication by MCB University Press, relevant particularly to students of international marketing. It includes abstracts in French, German and Spanish and offers an online service.

11 *European Policy Analyst Quarterly*. Formerly *European Trends*. Published by the Economist Intelligence Unit, it is a quarterly review of key issues and business developments in a European context.

12 *Hambro Company Guide*. A quarterly publication providing financial data drawn predominantly from the reports and accounts of UK companies. Each issue also includes feature articles.

13 *Income Data Services*. A regular series of studies and reports on pay and other labour market issues (e.g. teamworking, childcare, redundancy), containing valuable up-to-date information and some statistical analysis. Available on the internet via www.incomesdata.co.uk.

14 *Journal of Marketing*. A quarterly publication by the American Marketing Association and comprising articles together with recent book reviews in the field of marketing. See www.ama.org

15 *Kelly’s Business Directory*. A substantial volume giving details of the addresses and main products of UK businesses. Available via www.kellys.co.uk and on CD-ROM.

16 *Key British Enterprises*. A multivolume compendium from Dun and Bradstreet giving details of Britain’s top 50,000 companies. Companies are listed alphabetically and are also indexed by trade, product and geographical location. Available on the internet via www.dunandbrad.co.uk; also on CD-ROM.

17 *Kompass UK*. A multivolume directory produced in association with the CBI and providing details on UK companies, including names, addresses, products, number of employees, and so forth. Directories for other countries are also available. See www.reedbusiness.com and CD-ROM *Kompass CD Plus*.

18 *Lloyd’s Bank Economic Bulletin*. A bimonthly publication covering a topic of current interest in an easily accessible form. Internet site currently being changed.

19 *Management Decision*. Published ten times a year by MCB University Press. Looks at management strategy and issues. Available on CD-ROM and online.


21 *Marketing Intelligence*. Also known as *Mintel Marketing Intelligence* and an invaluable source of information and statistics on a wide range of products. Reports cover market factors, trends, market share, the supply structure and consumer characteristics, and frequently include forecasts of future prospects. Available online via www.mintel.co.uk
22 *Sell’s Product and Services Directory.* A useful directory in a number of sections listing products and services, company details and trade names. Produced in two volumes and available on CD-ROM.

23 *The Economist.* A standard reference source, published weekly and examining economic and political events throughout the world. It is an invaluable publication for business students and regularly contains features on specific business-related topics. It has a useful update on basic economic indicators. Available on the internet via www.economist.co.uk/ or www.economist.com/

24 *The Times 1000.* Essentially a league table of UK top companies, with information on profitability, capital employed and other matters. Additional information is also provided on the monetary sector and on leading companies in other countries. Published annually and available on CD-ROM.

25 *Who Owns Whom.* An annual publication which identifies parent companies and their subsidiaries. It is a very useful source of information for examining the pattern of corporate ownership in the UK. Companion volumes are also available covering other parts of the world.

15.5.4 A final comment

When researching a business topic, you are particularly recommended to use library catalogue sites, especially the British Library’s OPAC97 and COPAC which is the combined catalogue of major British academic libraries. You might also want to check references on the internet bookshop sites such as Heffers (www.heffers.co.uk), the internet bookshop (www.bookshop.co.uk) or the Book Place (www.thebookplace.co.uk), as well as Amazon.co.uk (which most people know about).

15.6 Conclusion

Economic concepts, ideas and models help us to understand and analyse business decisions and to shed light on some of the key forces shaping strategy at the operational, business and corporate level. As writers such as Porter have readily demonstrated, economists have made a major contribution to our understanding of the nature of markets and competition and have provided useful tools of analysis for examining the environment in which business organisations exist and operate.

For students of business and practitioners alike, access to data and other types of information is a critical part of examining and analysing this environment and an important aid to decision making, whether at an individual or organisational level. Given the wide range of sources available and developments in the technology for accessing this information and data, there is every opportunity for interested parties to enhance their understanding of the business world and (hopefully) to make rational choices when confronted with alternative courses of action.
Case study

Multinational inward investment in Eastern Europe: a PEST analysis

Firms seek to gain an advantage over their competitors in a variety of ways. For some organisations, investing in production and/or service facilities in other countries is seen as a means of gaining such an advantage, whether from a cost (e.g. reduced transactions costs; lower labour costs) and/or a market point of view (e.g. exploiting new markets; extending the life cycle of existing products). Given that most industries tend to be ‘footloose’, one question facing organisational decision makers who opt for this solution is where to invest: what are the relative costs and benefits in choosing Country A or B or C and so on? One way of beginning to answer this question is to undertake a PEST analysis in order to provide useful information about the broad macroenvironmental context against which the final decision has to be taken.

To illustrate how this might occur, this case study looks at a hypothetical example of a consumer durables company considering direct foreign investment in Eastern Europe following the collapse of communism. Given the expectation that the transition to market-based economies would potentially provide huge new markets in countries such as Bulgaria, Poland and Russia, the company has to choose between alternative locations when building its new factory. The following PEST analysis highlights some of the key questions likely to be considered by those charged with the ultimate decision. For convenience these are presented in tabular form (Table 15.1).

As Table 15.1 illustrates, a PEST analysis yields a valuable insight into some of the potential risks and uncertainties of a locational decision and it is not unknown for potential investors to commission a ‘comparative risk analysis’ in which countries are scored against a range of variables according to the perceived degree of risk (e.g. political stability, credit worthiness, market opportunities, etc.). Were this to be undertaken in this particular case, it seems likely that a country such as Hungary would appear a more favourable location for investment than, say, Albania or the Ukraine. While this might not prevent a multinational organisation from becoming involved in the latter two countries, it is possible that a risk assessment of the broad macroenvironmental factors might influence both the level and nature of the investment undertaken (e.g. a joint venture might be seen as preferable to a direct commitment of funds).

Table 15.1 A PEST approach

<table>
<thead>
<tr>
<th>POLITICAL</th>
<th>ECONOMIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>- How stable is the government now and in the future?</td>
<td>- Is there a favourable economic framework (e.g. institutions)?</td>
</tr>
<tr>
<td>- Is the political regime favourable to foreign investment?</td>
<td>- Is the economy likely to remain stable (e.g. inflation rates) over the longer term?</td>
</tr>
<tr>
<td>- Is the government tax regime favourable to overseas-owned multinationals?</td>
<td>- What are the growth prospects for the economy?</td>
</tr>
<tr>
<td></td>
<td>- Is there a favourable business infrastructure?</td>
</tr>
</tbody>
</table>
Case study continued

<table>
<thead>
<tr>
<th>Table 15.1 continued</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SOCIAL</strong></td>
</tr>
<tr>
<td>- What are the likely public reactions to foreign companies?</td>
</tr>
<tr>
<td>- Are living standards likely to provide increased market opportunities?</td>
</tr>
<tr>
<td>- What skills exist within the labour force?</td>
</tr>
</tbody>
</table>

Notes and references

4 See, for example, Johnson and Scholes (1999), Part 1.

Review and discussion questions

1 The terms ‘strategy’ and ‘tactics’ are both used commonly in a business context. What is the difference?

2 Imagine you are employed as a consultant by a multinational high-technology company considering investing in the UK. Undertake a PEST analysis along the lines shown in the case study. Is the UK a risky place to invest?

3 The market for beer in the UK is dominated by a few very large companies. Discuss what the major barriers to entry are likely to be in this industry. How would you explain the significant growth in the number of micro-breweries in recent years, given the existence of entry barriers?

4 It has become fashionable in recent years for larger companies to reduce the number of firms who supply them. Can you explain the logic behind this decision using Porter’s notion of the ‘value chain’?
Assignments

1. As a business consultant, you have been hired by a small company in the UK textile industry to identify a range of possible strategic responses to the intense competition from low-wage overseas producers. Produce a short report discussing what options the company is likely to have in light of the competitive environment it faces. (Hint: you might find Porter’s generic strategies a useful tool for considering alternative options.)

2. Choose one recent ‘strategic’ decision by a business organisation and research this decision using contemporary sources of information (especially the quality press and the internet). Explain the background to the decision, what strategic choice the business made and why, and how this decision is to be implemented. Wherever possible, relate your observations to the ideas and models discussed in this chapter.

Further reading

CHAPTER 16
Estimating and forecasting techniques
Chris Britton

Objectives

1. To consider the importance of empirical estimation of relationships and forecasting to business.
2. To give students an understanding of the steps involved in the statistical analysis of data.
3. To look at two alternative methods of data collection – surveys and market experiments.
4. To enable students to understand the process of forecasting in the future.
5. To take a critical look at the methods of empirical research through an appreciation of the problems involved in such research.

16.1 Introduction

Many of the theoretical concepts discussed in this book have great relevance to business – both in the development of long-term strategy and the day-to-day running of the organisation. For example, knowledge of the demand characteristics of the product in the marketplace helps the organisation decide upon its corporate identity and image and also on more operational issues such as pricing or packaging of the product. A knowledge of cost conditions helps the firm make short-term decisions about production levels and longer-term decisions about investment in new plant and machinery. For short- and long-term planning in all functional areas, it is imperative that organisations can forecast into the future.

For the theoretical concepts to be useful to the organisation they need to be operationalised and estimated. This chapter looks at the empirical techniques that are used to estimate and to test these theoretical relationships. Broadly speaking, these techniques fall under two headings: statistical estimation, and survey and market experiments. The problems involved in each of these are considered along with the application of these techniques to three specific areas of business economics which are of interest to the firm:

1. demand estimation
2. estimation of elasticities
3. forecasting into the future.
There are other relationships which are of relevance, and although they are not con-
sidered here, the techniques used and the problems encountered would be very similar.
At the end of the chapter there is an appendix which covers some basic mathematical
concepts which aid an understanding of estimation and forecasting.

16.2 Statistical techniques of empirical research

In using statistical techniques to test a theoretical viewpoint, estimate a relationship or set
up a forecasting model, there are five generally accepted steps that need to be followed.

16.2.1 Identification of the variables

Step 1 involves the identification of all the important variables involved in the relation-
ship being considered. The estimation of a demand function will be used as an example.
Both economic theory and common sense help in the identification of factors which will
influence the level of demand for a particular product. These factors will vary from
product to product. The weather, for example, is likely to be much more influential in
determining the level of demand for ice creams than it is in the demand for computers.

In Chapter 3 a number of variables were identified as important in determining the
level of demand for an individual brand of lager and these factors are repeated below:

- the price of that brand (P)
- the price of other brands, including other non-lager substitutes (\(P_s\))
- the disposable income of lager drinkers (Y)
- the price of complimentary goods, for example, the admission price to student night
  clubs (\(P_C\))
- the volume and quantity of advertising on this and competing brands (A)
- the tastes of the consumer (T)
- the perceived quality of the product (Q).

Having determined the important factors, the next step is to collect data on these variables.

16.2.2 Collection of the data

Data are any numerically or otherwise measured values and can be thought of as lying
on a continuum which runs from purely qualitative to quantitative – see Figure 16.1.

![Figure 16.1 Data types](chart.png)
Purely qualitative data or nominal data cannot be given quantitative values. The data is sorted into categories according to some distinguishing characteristic and each characteristic is given a name – hence the term ‘nominal’. Examples of nominal data are ethnic origin or classification of students by their degree. Ordinal data is slightly more quantitative in nature – the data cannot be numerically measured but it can be ranked in some way. An example would be sweatshirt size – small, medium, large, extra large, and so on. Purely quantitative data is called cardinal data and has attributes that can be directly measured in numerical terms. Examples of cardinal data are income and prices which are measured in monetary terms or height and weight which are measured in appropriate units.

Statistical analysis mainly uses quantitative data but it is possible to incorporate qualitative data into the analysis. Some variables are theoretical concepts which are difficult to operationalise or to measure. In these cases, proxy variables are often used to represent these variables – for example IQ is often used as a proxy for intelligence. Most of the variables identified above as influencing the demand for lager can be measured in quantitative terms. The exceptions are tastes and quality – these need to be operationalised in some way in order to include them in a statistical analysis.

A further distinction is made between primary and secondary data. Primary data are new data which have been collected for a specific purpose, usually through the use of a survey (see Section 16.3). Secondary data are data which already exist and have been collected by someone else, probably for a different purpose. A major source of secondary data in most countries is the government (see Chapter 15) which collects and publishes large quantities of data on a whole range of issues. Secondary data have the advantage of being readily available and are relatively cheap to collect but, because they were collected by someone else for some other purpose, they might not be exactly what is required. They are also likely to have been processed in some way already. Primary data collection, on the other hand, can be specifically geared to the current use but can be very expensive to collect.

The final distinction is made between time series and cross-sectional data. Time series data are data which are collected over a period of time for the same sampling unit. Cross-sectional data are data which have been collected at one point in time for different sampling units. The crime rate in a particular police force area over a 20-year period is an example of time series data, while the crime rates reported by each police force area in 2003 would be cross-sectional data.

The data used for statistical calculations will typically be a combination of the types discussed above. Some will be internal to the firm and some will be external, some collected from published sources and some collected by survey. The next step is to specify the nature of the relationship to be estimated.

16.2.3 Specification of the model

The relationship between two variables can take a variety of forms – it can be a straight line relationship (such as in the case of fixed costs of production where costs are constant across different levels of production), it can be non-linear (as in the case of average and marginal cost), or it could be part of a simultaneous equation relationship (as in the case of demand and supply). When specifying the model, we need to choose the
functional form of the equation which will best fit the data (see Appendix 16.2). For the sake of simplicity, it is often assumed that the relationship is a linear one. For the demand for lager, it would be:

\[
\text{Demand} = a + bP + cP_s + dY + eP_C + fA + gT + hQ + u
\]

In the equation, a disturbance term \((u)\) has been added to represent any random disturbances to the demand for lager which are not due to the specified variables. These will be unexplained and non-systematic and therefore cannot be incorporated into the equation by the inclusion of another variable.

The choice of functional form is an important one – if the wrong functional form is used, there are implications for the reliability of the estimated regression line (see Section 16.2.6).

### Key concept: Statistical inference

Statistical inference involves the analysis of data – it goes beyond describing and summarising data to look at relationships within the data. Surveys are carried out for two main reasons:

1. The data collected needs to be described so that the firm has a picture of the current state of the market;
2. The data needs to be analysed so that a deeper understanding of the data is gained.

Statistical inference refers to the second of these and involves two processes. The first of these is estimation – often a survey is carried out because the firm has no prior knowledge of something – it is being estimated for the first time. Where the firm does have prior knowledge of the market, data can be collected to test a hypothesis. In the example used in the following mini case, the marginal propensity to consume has been estimated to be 0.62 and this can be used to test whether this is higher or lower than previously.

### 16.2.4 Estimating the model

Using the techniques of multiple regression (Appendix 16.5), the demand function for lager can be estimated and values for the coefficients found. This can be done manually or using a computer. Both the size and the sign of the estimated coefficients are important – they show the effects on the demand for lager of changes in the independent variables. For example, if the value of \(b\) was \(-3\), then an increase of one unit in price would lead to a fall in demand of 3 units. Although economic theory says little about the size of the coefficients, it does give an indication of the expected signs of the coefficients (see Table 16.1).

There are three desirable properties that the estimators of the regression coefficients should possess and these are best illustrated using the analogy of target practice, see Figure 16.2:

1. **Unbiasedness.** An estimated coefficient is unbiased if its expected value is equal to the true value of the regression coefficient. In Figure 16.2, A and B represent unbiased estimators since they are both concentrated on the centre of the target. C, however, is a biased estimator.
Efficiency. An efficient estimator has the smallest variability among unbiased estimators of the coefficient. A is the most efficient estimator of the three shown in Figure 16.2, since it has the least variability.

Consistency. A consistent estimator is one where, as the sample size taken increases, the bias and the variability reduce to zero.

Once the relationship has been estimated, it needs to be tested according to a variety of criteria and if necessary modified.

Table 16.1 Expected signs of coefficients in the demand function

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Expected sign</th>
<th>Why?</th>
</tr>
</thead>
<tbody>
<tr>
<td>a – intercept</td>
<td>Positive</td>
<td>A downward-sloping demand curve – as own price rises, demand falls</td>
</tr>
<tr>
<td>b – own price</td>
<td>Negative</td>
<td>As the price of substitutes rises, the demand for lager rises</td>
</tr>
<tr>
<td>c – price of substitutes</td>
<td>Positive</td>
<td>If lager is a normal good</td>
</tr>
<tr>
<td>d – disposable income</td>
<td>Positive</td>
<td>Advertising on lager in general or on this brand should have a positive effect, advertising on other brands a negative effect</td>
</tr>
<tr>
<td>e – price of complementary goods</td>
<td>Negative</td>
<td>As the price of complementary goods rises, the demand for lager falls</td>
</tr>
<tr>
<td>f – volume of advertising</td>
<td>Unclear</td>
<td>If tastes change in favour of lager</td>
</tr>
<tr>
<td>g – tastes</td>
<td>Positive</td>
<td>As perceived quality rises, so too will demand</td>
</tr>
<tr>
<td>h – perceived quality</td>
<td>Negative</td>
<td>If tastes change away from lager</td>
</tr>
</tbody>
</table>

Figure 16.2 The desirable properties of estimators


16.2.5 Testing the model

The estimated model can be evaluated according to:

- *How well it complies with the theory and previous empirical studies:* in the case of the demand for lager, how well the estimates of the regression coefficients match up with the theoretical expectations shown in Table 16.1 and any previous empirical studies of this area.
● *Its statistical validity*: there are a number of statistical tests which should be carried out on an estimated regression which would give an indication of how good the model is (see Appendix 16.7). These tests can be used to give an indication of the presence of one or more of the statistical problems identified in Section 16.2.6.

● *How well it predicts*: this can be tested by using the regression line to predict a value for Y which has been collected but not included in the sample for estimation to see how close the estimation is to the observed value.

---

### Mini case

#### The consumption function

Often governments wish to estimate and predict the level of consumption expenditure in the economy – it is a good indicator of general economic conditions and a major consideration in deliberations over the rate of interest. Economic theory tells us that the consumption spending of households depends upon their income levels (among other things) and the consumption function is often specified as:

\[ C = a + bY \]

where

- \( C \) = consumption spending
- \( Y \) = income
- \( a \) = the intercept term
- \( b \) = the slope of the line or the marginal propensity to consume.

Data have been collected from the 2003 edition of the *Annual Abstract of Statistics* on total consumption expenditure and GDP in the UK over a 16-year period and a regression line estimated using Excel. The data are shown below, along with selections from the regression printout.

<table>
<thead>
<tr>
<th>Year</th>
<th>GDP</th>
<th>Consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>1986</td>
<td>384.8</td>
<td>24106</td>
</tr>
<tr>
<td>1987</td>
<td>423.4</td>
<td>265.3</td>
</tr>
<tr>
<td>1988</td>
<td>471.4</td>
<td>299.5</td>
</tr>
<tr>
<td>1989</td>
<td>516</td>
<td>327.4</td>
</tr>
<tr>
<td>1990</td>
<td>554.5</td>
<td>336.5</td>
</tr>
<tr>
<td>1991</td>
<td>583</td>
<td>357.8</td>
</tr>
<tr>
<td>1992</td>
<td>606.6</td>
<td>377.1</td>
</tr>
<tr>
<td>1993</td>
<td>637.8</td>
<td>399.1</td>
</tr>
<tr>
<td>1994</td>
<td>676</td>
<td>419.3</td>
</tr>
<tr>
<td>1995</td>
<td>712.6</td>
<td>438.5</td>
</tr>
<tr>
<td>1996</td>
<td>754.6</td>
<td>467.8</td>
</tr>
<tr>
<td>1997</td>
<td>820.1</td>
<td>509.5</td>
</tr>
<tr>
<td>1998</td>
<td>859.4</td>
<td>533.8</td>
</tr>
<tr>
<td>1999</td>
<td>902.5</td>
<td>564.1</td>
</tr>
<tr>
<td>2000</td>
<td>950.4</td>
<td>596.6</td>
</tr>
<tr>
<td>2001</td>
<td>988</td>
<td>620.9</td>
</tr>
</tbody>
</table>

*Source: Annual Abstract of Statistics, 2003, Office for National Statistics © 2003, Crown Copyright material is reproduced with permission of the Controller of HMSO and the Queens Printer for Scotland.*
The estimated regression line is:

\[ C = -1.17 + 0.62Y \]

The data have been plotted onto a scatter diagram (Figure 16.3) and the regression line added.

---

Figure 16.3 The consumption function

Source: Table 15.2, Annual Abstract of Statistics, 2003, Office for National Statistics © 2003, Crown Copyright material is reproduced with the permission of the Controller of HMSO and the Queens Printer for Scotland.

How well does this model perform against the tests?

- Economic theory predicts that the marginal propensity to consume should lie between 0 and 1; therefore a value of 0.62 for b corresponds with theoretical expectations. It is also in line with previous empirical estimations of the consumption function. The estimated value of a as −£1.17 billion looks strange. The intercept term represents the level of consumption spending when income is equal to zero and this is usually expected to be positive – showing that even when income is zero there will be some spending out of past saving or borrowing. A negative intercept term implies that negative spending is taking place. However, the t statistic (−0.27) shows that the intercept term is not significantly different to zero which implies that when income is zero, consumption spending is zero.

- Although the t statistic implies that the intercept term is not significantly different from 0, the value of b is highly significant. The value of r squared is 0.9986 which implies that 99.86 per cent of the variation in consumption is explained by the variation in income.

- Once data become available for these two variables for 2002, the value of income can be put into the equation and the value of consumption predicted and checked against its observed value. Given the closeness of the fit between the regression line and the data, it is expected that the predictive power of this model will be high.
At this stage, it is possible that the original model might need to be reformulated and the whole process started again.

### 16.2.6 Problems of statistical analysis

#### Data problems

It is possible that the data available might not be exactly what are required according to economic theory since theoretical concepts are often abstract ones which do not exist in the real world. An example of this is **opportunity cost** – a powerful economic concept but not one which would be found in any published source of data. The researcher would have to operationalise and estimate such variables for each specific example, and this might be a difficult task. Similarly, theories often use ‘real’ as opposed to nominal values of the relevant variables and so the data will need adjustment.

If secondary data are being used, it is likely that the data will already have been processed in some way by the original collector and it is important that the exact form of this is known and taken into account. The government is the largest source of secondary data in most countries and data are produced:

- with and without seasonal adjustment
- in current and constant prices
- in index numbers with varying bases.

It is important to know what the theoretical variables are and the data which are available and how well these correspond with each other. In the collection of time series data, especially over a long period of time, it is often the case that a data series is incomplete or that the definition of the variable has changed over the period.

The problems involved in the collection of primary data are discussed in Section 16.4.
**Mis-specification of the model**

Crucial in the estimation process is the specification of the exact form of the relationship. There are three common mistakes that can be made, all of which have undesirable ramifications for the reliability of the estimated regression equation and its predictive power.

**The use of the wrong functional form**

Fitting a linear equation to a relationship which is non-linear will lead to misleading results in *t* tests of the significance of the estimated coefficients (see Appendix 16.6) and produce a regression equation which is useless for prediction. In the case of simple regression where there is one dependent variable and only one independent variable, a way of testing for non-linearity would be to plot the data onto a scatter diagram.

The data in Figure 16.4 shows a non-linear relationship between the two variables and this therefore implies that using ordinary least squares (OLS) is not the best method of estimating the relationship. There are a number of possibilities: the data could be broken up into groups and ordinary least squares used for each group, as Figure 16.4 shows; or the nature of the non-linearity can be identified and the model transformed as shown in Appendix 16.5. With the increased availability and sophistication of spreadsheets and dedicated statistical packages on the computer, it has become much easier to try out different functional forms.

![Figure 16.4 The identification of non-linearities in the data](image)

**Omitted variables**

The first step in the process of estimation is to identify all of the variables involved in the relationship. If important variables are omitted, the estimates of the regression coefficients will be wrong. Both this and the use of the wrong functional form will give rise to autocorrelation as a statistical problem (see next section).
The inclusion of irrelevant variables
The effects of this will be similar to the above and will increase the possibility of multicollinearity (see next section).

Statistical problems
When using statistical techniques to estimate relationships, there are a number of specific problems which are very common. Although a detailed discussion of these problems is beyond the scope of this text, it is important that the reader is aware of these problems as they will affect the reliability of the estimation. They can be tested for and corrections made to the model which limit the damage they cause.

- **Autocorrelation.** If the relationship being estimated has been correctly specified and all of the relevant variables included, the values of the disturbance term \( u \) in the regression equation will be totally random with no systematic pattern. Autocorrelation refers to the situation in which a systematic pattern is observed and is usually due either to the mis-specification of the relationship or omitted variables. The presence of autocorrelation would lead to invalid t tests on the regression coefficients.

- **Multicollinearity.** This occurs in multiple regression (see Appendix 16.5) when there is a correlation between the \( X \) variables. Such correlation is common in economic relationships and can occur in both cross-sectional and time series data. In the demand function for lager, since variables like the price of lager, other prices and income are measured in monetary terms, they will all be rising in times of inflation – therefore they will be correlated with one another. A basic assumption of regression analysis is that these variables are independent of one another. If they are not, it is difficult for the computer to separate out the effects of one variable from another. The estimated regression coefficients will be unbiased but any tests performed on them will be unreliable. In the case of perfect correlation between the \( X \) variables, the computer will be unable to estimate a regression line.

Simultaneous equations and the identification problem
Using OLS to estimate a single relationship which is actually part of a simultaneous equation model produces estimates of the regression coefficients which are biased and inconsistent. The main reason for this is the identification problem. To illustrate the identification problem, the demand and supply model will be used. Both the quantity demanded and the quantity supplied depend on price – both equations are of the form \( Q = f(P) \). When data are collected on price and quantity, what is actually being collected are data on equilibrium price and quantity, i.e. the combination of both demand and supply. How can the effects of demand and supply be separated out?

If it is known that the supply curve for a product is moving while the demand curve is stationary (see Figure 16.5), then the data on price and quantity collected must represent points on the demand curve and estimation can proceed. The same is true for the supply curve if the supply curve is stationary and the demand curve is moving.

Problems arise, however, if either the researcher has no a priori knowledge about the behaviour of demand and supply or if both curves are moving at the same time. Figure 16.6 shows that data collected on price and quantity if both curves are moving do not represent points on an individual demand curve or an individual supply curve. In fact the situation illustrated in Figure 16.6 (where supply has changed more than demand) is highly misleading, since the observed data show a downward-sloping relationship and the automatic assumption would be that these are points on a demand curve.
Figure 16.5 The identification of a demand curve

Figure 16.6 The identification problem
This is the identification problem – the demand curve cannot be identified from the supply curve. One solution to this problem stems from the likelihood that movements in demand and supply curves would be caused by different factors – for example, supply increases because of changes in technology, demand because of increases in income. The demand function is \( Q = f(P, Y) \), supply is \( Q = f(P, \text{Tech}) \). Thus the demand and supply functions are now different and therefore identified.\(^3\)

So far, this chapter has concentrated on the statistical analysis of secondary data but, as already indicated, there are limitations to the use of such data. There are situations when an organisation might wish to estimate a relationship which is specific only to itself and its product. In this case, it is unlikely that the appropriate secondary data will be available. The organisation will therefore have to collect its own data. If the firm wishes to estimate the elasticity of demand for its product, or how its customers perceive the quality of the product or what the likely response will be to changes in the packaging of the product, it will have to carry out or commission market research in these areas. There are two ways of collecting such data – surveys and market experiments.

### 16.3 Survey and market experiments

So far, this chapter has concentrated on the statistical analysis of secondary data but, as already indicated, there are limitations to the use of such data. There are situations when an organisation might wish to estimate a relationship which is specific only to itself and its product. In this case, it is unlikely that the appropriate secondary data will be available. The organisation will therefore have to collect its own data. If the firm wishes to estimate the elasticity of demand for its product, or how its customers perceive the quality of the product or what the likely response will be to changes in the packaging of the product, it will have to carry out or commission market research in these areas. There are two ways of collecting such data – surveys and market experiments.

#### 16.3.1 Surveys

Whether the organisation carries out a survey itself or commissions someone else to carry it out, the steps involved are the same (see Figure 16.7).

There is a large literature on the subject of surveys and survey design\(^4\) and although a detailed discussion is beyond the scope of this book, a brief consideration will be given to each of these steps. Problem definition is very important – incorrect specification of the research questions may result in the wrong questions being asked to the wrong people and therefore not very useful results. As in the case of statistical analysis of secondary data, this first step involves the identification of the important variables to be researched;

<table>
<thead>
<tr>
<th>Step 1</th>
<th>Define the problem</th>
<th>Objectives of research Information needed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 2</td>
<td>Planning research</td>
<td>Sampling frame</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sample size</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sample method</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Method of data collection</td>
</tr>
<tr>
<td>Step 3</td>
<td>Design of the research instrument</td>
<td>Questionnaire Interview structure</td>
</tr>
<tr>
<td>Step 4</td>
<td>Fieldwork</td>
<td>Pilot survey</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full survey</td>
</tr>
</tbody>
</table>

Figure 16.7 The steps involved in carrying out a survey
but surveys tend to be more exploratory and there is scope for the identification of additional factors which were not initially considered important. Surveys will typically collect different types of data: some data (e.g. income or number of children in a family) will be purely quantitative, while some data (e.g. gender or ethnic origin) will be qualitative data which can be coded for statistical analysis. For qualitative data on beliefs and opinions, it is common to use scales like the Likert scale (see Figure 16.8).

Planning the research involves identifying the sampling units in a sampling frame, calculation of the required sample size and deciding upon the methodology to be used. Basically there are two methods of sampling: random sampling where every member of the population has a known probability of being selected and there is no human judgement involved in selecting the sample; and non-random sampling where some human judgement is involved in the selection of the sample: for example, quota sampling and judgement sampling. Random samples are better statistically since the rules of probability can be used to analyse and test the results, but they are often difficult and expensive to undertake. If the main aim of the research is to obtain a representative sample, there are certain methods that can be used to ensure that this is the case, for example stratified sampling where the population is divided up into groups beforehand according to some characteristic (like ethnic origin or gender) and a random sample taken from each group.

The next decision is the method of collection of data. There are a number of possibilities ranging from unstructured to structured interviews with groups or individuals to telephone surveys and postal surveys. Each of these methods has its own relative advantages and disadvantages which are discussed briefly in Section 16.3.3. The process continues with the design of the questionnaire (if one is to be used) and the survey itself. Once the survey has been carried out, the data need to be processed. For quantitative data, this will usually happen through a combination of descriptive statistics and further statistical analysis such as regression.

For the estimation of demand or demand elasticities, the consumer would be asked ‘what if?’ questions like the buy–response test – ‘if you saw this product in the shops, how much would you pay for it?’ The trouble with hypothetical questions of this sort is that although the respondent may answer honestly, their intentions might not be translated into action in the marketplace. Market experiments are an attempt to overcome this problem.

16.3.2 Market experiments

Market experiments are an attempt to exact information on the market under ‘normal market conditions’. If an organisation is considering launching a new product, it could try an experimental launch in a particular test area and project those results to a national launch. Once the decision has been made to launch a product, a pilot launch in an area
can be used to test specific aspects like price and packaging and the results used to modify the marketing mix prior to launch into other areas. Market experiments can also be used for existing products. Consumers can be given some play money and allowed to buy in an artificial shop. A group of consumers can be divided into two and each group be exposed to different stimuli (different prices or advertising messages) and the behaviour of the two groups compared. The great advantage of market experiments is that consumers are not being asked hypothetical questions and greater control can be exerted over the situation than in surveys.

16.3.3 Problems of surveys and market experiments

Collection of primary data either through survey or market experiment ensures that data can be tailored exactly to the organisation’s needs; both techniques, however, carry high costs. To ensure that a sample is representative it needs to have been selected randomly and be large enough to ensure that no systematic bias has been introduced. The larger the sample, the higher the cost.

Postal surveys are the cheapest to carry out, but typically have very low response rates and if the non-respondents have different characteristics from the respondents, a bias will have been introduced. Although postal questionnaires avoid the possibility of interviewer bias, it means that there is no-one present to explain or clarify particular questions and so the quality of the results might be affected. Face-to-face interviews are much more expensive to carry out but can produce a wealth of information. Interviewers need to be very well trained not to influence responses to the questions.

Whichever method is chosen, surveys are essentially posing hypothetical questions to the consumer which might produce responses which are not translated into action at the end of the day. Although this problem is partially removed with the use of market experiments, they are still artificial and if consumers are aware that they are taking part in an experiment, their behaviour might be affected. The main problem in the use of market experiments is the same as for laboratory experiments – the control of experimental conditions. If the researcher is testing the effect of a price change on the demand for a particular product, all other influencing factors need to be controlled, including, for example, the price of substitute products. It is possible that this is beyond the control of the researcher.

16.4 Forecasting

Key concept: Forecasting

In addition to the estimation of relationships, firms need to be able to forecast into the future as a basis for their operational and strategic planning. An estimate of future demand will enable the firm to plan output levels, set recruitment targets, plan its investment in plant and machinery, etc. Forecasting is carried out on time series data and is usually based on the premise that patterns identified in the past will continue into the future. Obviously, the further into the future we are forecasting, the more problematic this premise becomes.
Time series data fluctuate for a number of reasons: there is likely to be an underlying trend in the data; there will possibly also be seasonal fluctuations — regular fluctuations within one time period; most economic data also exhibit longer-term cyclical fluctuations related to the trade cycle; and other random factors. As random factors, by definition, cannot be estimated, they are usually ignored in forecasting. Figure 16.9 shows these fluctuations.

The first step in the forecasting process is the identification of the underlying trend in the data. This can be done in a number of ways (e.g. moving averages and regression) which are all commonly available on spreadsheet packages or statistical packages. In this section, the trend is estimated using regression analysis, since this has already been covered in this chapter, but exactly the same arguments would apply to any method of trend estimation. Time is the independent variable. Once the trend has been identified it can be projected forwards. The next step is for any seasonal and/or cyclical variations to be estimated and the forecast adjusted accordingly.

Figure 16.10 shows two sets of data over time: (a) are the data on consumption spending for the UK shown in Table 16.2 and (b) shows quarterly data on the number of new car registrations in the UK between 1993 and 1999. In both graphs a linear trendline has been added and projected forward two time periods using regression analysis.

Both sets of data exhibit upward trends but the pattern around those trends is very different in each case. The data on consumption lie close to the trendline — they exhibit very little cyclical variation and seasonal variation cannot be ascertained because there is no breakdown of the annual figures. The data on the registration of new cars exhibit a very strong seasonal pattern, with high levels of registrations in quarter 3 and very low levels in quarter 4. In both cases the estimated trendline can be used to make forecasts into the future.
Figure 16.10a shows that the level of consumption is forecast to be £560 billion in the year 2000, and if past patterns continue, this is likely to be very close to the actual level. In the case of new car registrations, however, the situation is very different. Figure 16.10b shows that the forecast for the fourth quarter of 1999 is approximately 200,000 but if past patterns continue, this is likely to be too high. The seasonal pattern shows that in each fourth quarter there is a fall in the level of registrations, therefore the true level of registrations is likely to be below the forecasted level. In the same way as the trend had to be estimated, so, too, the seasonal and cyclical factors have to be built into the model in order that useful forecasts can be made.\(^5\)

---

*Figure 16.10 Time series data: (a) consumption spending in the UK, 1986–98, £ billion; (b) number of new car registrations in the UK, q1 1993 to q4 1999*

Although forecasting is important for business, it must be remembered that it is based on the premise that past patterns will be repeated in the future, and although this may be true for some data series, it will not be true for all and shocks to the system will affect the reliability of the forecasts.

16.5 Conclusion

This chapter has looked at the ways in which some of the theoretical concepts in business economics can be operationalised and estimated so that they are useful to business. Particular attention was paid to the estimation of demand and demand elasticities – both essential knowledge for any firm. Although a complete understanding of this area requires an extensive knowledge of mathematics, this chapter has tried to keep the treatment fairly non-mathematical. It is hoped that the reader will gain a general understanding of the concepts and principles involved, their application and their problems. There is sufficient mathematics in the appendix to this chapter to give a good understanding of the methods of statistical analysis. For readers who would like to take the analysis further, there are references to further reading.

The first step in the process of estimation or forecasting is the identification of the important variables. It is here that economic theory is most useful. The next step is the collection of data and the collection of both primary and secondary data was considered along with the relative advantages and disadvantages of each. The steps involved in carrying out a statistical analysis of data were covered in some detail, as were the steps involved in carrying out a survey. Market experiments as a way of obtaining information on market characteristics were also briefly examined. In the final section of the chapter, the important area of forecasting was considered.

This chapter has taken a critical look at each technique and procedure – the attendant problems and limitations have been stressed throughout. Most businesses require a knowledge and an understanding of the market conditions they face and the ability to forecast into the future. The importance of these for decision making and planning in the short run and the long run cannot be underestimated but neither should the problems and limitations of empirical analysis.

Case study

The estimation of elasticities of demand

It is possible to estimate the elasticity of demand (and supply) from an estimated demand (or supply) function. This case study will only consider the estimation of elasticities of demand, but the same line of analysis can be applied to the elasticity of supply. The importance of a knowledge of elasticity of demand for the firm has already been established in Chapter 3. Eq. (5) in Chapter 3 shows own price elasticity of demand as being equal to:

\[ K \times \frac{P}{Q} \]
where $K$ is a constant which is a measure of the slope of the demand function at a single point – or, in other words, the value of the slope coefficient calculated in the regression line. At any point on the demand curve, the values of $P$ and $Q$ will be known, therefore the value of elasticity can be calculated. A simple numerical example will be used to demonstrate the calculation of the three different elasticities of demand highlighted in Chapter 3: own price elasticity, cross-price elasticity, and income elasticity.

A set of data has been collected by a firm on the level of demand for its product ($Q_x$), the price of the product ($P_x$), the price of two other products ($P_y$ and $P_z$) and the level of income of consumers ($Y$). The function was assumed to be linear of the form:

$$Q_x = a + bP_x + cP_y + dP_z + eY$$

The data were entered into a computer and the demand function was estimated as follows:

$$Q_x = 10 - 2P_x - 1.5P_y + 0.3P_z + 0.25Y$$

Where:

- $P_x = 10$
- $P_y = 20$
- $P_z = 30$
- $Y = 500$

Substituting these values into the demand function gives a level of output of 74 units, so $Q_x = 74$.

1. **Own price elasticity of demand**

   $$\frac{P_x}{Q_x} = K \times \frac{b}{b} \times \frac{P_x}{Q_x}$$

   $$\frac{10}{74} = -2 \times -0.2774$$

   The demand for this good is inelastic as the value of elasticity is between 0 and $-1$. As mentioned in Chapter 3, it is conventional to ignore the minus sign.

2. **Cross-price elasticity of demand**

   There are two other goods included in this demand function (i.e. $y$ and $z$), each of which will have an associated elasticity. The formula is similar to the one given above but as cross-price elasticity measures the responsiveness of quantity demanded of good $x$ as other prices change, the $P$s in each formula have been modified:

   Cross-price elasticity with respect to good $y$:

   $$\frac{P_y}{Q_x} = K \times \frac{c}{c} \times \frac{P_y}{Q_x}$$
Cross-price elasticity with respect to good z:

\[
P x = K \times \frac{P}{Q} \text{ or } d \times \frac{P_z}{Q_x}
\]

\[
= 0.3 \times \frac{30}{74} = 0.12
\]

From these calculations, it can be seen that good y is a complementary good as the value of elasticity is negative. Therefore, as the price of good y goes up, the quantity demanded of good x falls. Good z gives a positive value for cross-price elasticity and is therefore a substitute for good x.

3 Income elasticity of demand

Here, again, the formula for calculation is a similar one but price is replaced by income since income elasticity measures the responsiveness of quantity demanded to changes in income.

\[
P x = K \times \frac{P}{Q} \text{ or } e \times \frac{Y}{Q_x}
\]

\[
= 0.25 \times \frac{500}{74} = 1.69
\]

This good is therefore a normal good, as the value of income elasticity is positive.

# Notes and references

**Review and discussion questions**

1. Why might a business wish to estimate the level of demand for its product in three years’ time?

2. Why is it important for a firm to be aware of the value of elasticity of demand for its product?

3. Specify the target populations and the appropriate sampling frames for the following two examples:
   (a) A company wishes to ascertain customer satisfaction with video recorders purchased from the company.
   (b) A local authority is considering opening a nursery in a particular area but wants to know the level of demand before proceeding.

**Assignments**

1. You work in the HR department of a large service sector organisation and you have been asked to carry out a survey of wages within the organisation. How would you go about designing and carrying out this research?

2. You have been asked to assess the relationship between crime and unemployment. Collect data on the crime rate from *Criminal Statistics* (ONS) and data on unemployment rates, either over a period of time or for different police force areas. Estimate a regression line for this data. What other variables should be included?

**Further reading**


Graphs are drawn up according to a strict mathematical convention which is (mainly) adhered to in business economics. The horizontal or X axis is the independent variable and the vertical or Y axis is the dependent variable. We are saying that the Y variable depends on the X variable. See Figure 16.11.

Therefore, if we were plotting the consumption spending of households against the income of households, consumption would be on the Y axis since it depends on income which would appear on the X axis. Similarly, salary of employees would be the Y variable which depends upon length of service (the X variable) where the organisation has incremental salary scales. The choice of which are the Y and which are the X variables is an important one and is largely a matter of common sense. There are, however, examples where it is unclear. In the case of the relationship between advertising and sales, for example, it seems likely that the level of sales would depend upon the level of advertising. But it is also true that the higher the level of sales, the greater will be the income of the firm out of which advertising is funded. There is therefore reverse causality and the decision is not clear cut – the choice of X and Y variables depends upon what relationship you are trying to demonstrate.

There is one example in business economics where the normal mathematical convention is not followed – and that is in the case of demand and supply curves. We tend to think of the quantity demanded or supplied as being dependent upon the price of the product, but the axes are drawn the other way around. Price is shown on the Y axis and quantity on the X axis. The reason for this is that Alfred Marshall, who first drew
demand and supply curves, had the causality running in the opposite direction, from quantity to price. Although this is not the way we now think about demand and supply, the convention continues. This is the only exception to the mathematical convention.

The graph plotted in Figure 16.11 is two-dimensional because there are two variables, X and Y. Some functions have more than one independent variable. How are these graphed? Take the simplest case of three variables – one dependent (Y) and two independent (X₁ and X₂). We are saying that Y is a function of X₁ and X₂. This means that there are three axes and the graph will be three-dimensional (see Figure 16.12). When there are more than two independent variables, the graph becomes impossible to plot since there will be an axis for each variable.

![Figure 16.12 A three-dimensional graph](image)

**Appendix 16.2 The linear function**

The equation of the straight line is:

\[ Y = a + bX \]

where

- \( Y \) = the dependent variable
- \( X \) = the independent variable
- \( a \) = the intercept term
- \( b \) = the slope coefficient.

Two straight line functions are shown in Figure 16.13.

The value of a tells us where the line crosses the Y axis: in Figure 16.13 for both (a) and (b), this is 10. The value of a can take any value, positive or negative – if it is equal to 0, the line will pass through the origin. The value of b (or the slope of the line) in Figure 16.13a is equal to 2 and in 16.13b it is equal to –0.5. This tells us the relationship between changes in \( X \) and changes in \( Y \). For (a), it tells us that a 1 unit increase in \( X \) will cause the value of \( Y \) to increase by 2 units; for (b), it tells us that a 1 unit increase in \( X \) causes a decrease in \( Y \) of 0.5 of a unit. Figure 16.13a illustrates a positive relationship and 16.13b illustrates a negative relationship between \( X \) and \( Y \).
In business economics, we tend to assume straight line relationships wherever possible because these are much easier to estimate and to use. However, there are many relationships in business economics which are not linear – cost curves, for example, are usually assumed to be U-shaped. There are many different forms of non-linear functions and it is beyond the scope of this book to consider them all, but here are a few important ones:

The quadratic function: \( Y = aX^2 + bX + c \)

This function has an \( X^2 \) as the highest power, therefore this function has one ‘bump’ and would be typical of an average cost curve or a marginal cost curve. In this function, the constant term \( c \) still represents the intercept on the \( Y \) axis, the coefficient on \( X \) (\( b \)) still indicates the slope of the function and the coefficient on \( X^2 \) (\( a \)) indicates whether this is a ‘hill’ or a ‘valley’. If the value of \( a \) is positive, it is a valley, if \( a \) is negative, it is a hill.

The cubic function: \( Y = aX^3 + bX^2 + cX + d \)

This function has \( X^3 \) as the highest power and therefore has two ‘bumps’ – this would be typical of a total revenue curve.

The exponential function: \( Q = aP^b \)

This function is a hyperbola and is the equation of the demand curve which has constant elasticity along its whole length. The special case of constant unitary elasticity shown in Figure 3.7c (earlier) is where the value of \( b \) is equal to \(-1\).
A straight line which best fits a set of data can be estimated in a number of ways. The simplest method involves drawing a line freehand which seems to fit the data best. The problem with this method is that if ten people were asked to draw the line of best fit onto a scatter diagram, it is likely that they would end up with ten different lines. This is not a very scientific method and has clear implications for forecasting the future – with ten different lines of best fit, there will be ten different forecasts of the future! A more scientific method which produces the line of best fit is to fit a regression line using the method of ordinary least squares (OLS).

OLS fits a straight line \( Y = a + bX \) to the data by minimising the vertical differences between the data points in the scatter diagram and the line – the e’s in Figure 16.14. As some of these will be positive (above the line) and some will be negative (below the line), the sum of these distances will be zero and so OLS fits the line which minimises the sum of these differences squared. This line can either be calculated manually using formulae for \( a \) and \( b \) or can be done using a computer. Most spreadsheet packages and all statistical packages will calculate a regression line. Figure 16.15 shows a set of data, a scatter diagram of this data and the fitted OLS line using Excel.

Figure 16.14 The method of ordinary least squares
It is clear from discussions elsewhere in this book that relationships are more complex than a simple regression line with only one independent variable. The quantity demanded of a product \((Q_x)\), for example, depends not only upon the price of the product \((P_x)\) but also income levels \((Y)\), tastes \((T)\), the prices of other goods \((P_y)\). These can all be incorporated into the analysis (provided we have data on them) by estimating a multiple regression line:

\[
Q_x = a + bP_x + cP_y + dY + eT
\]

The technique is similar to the above but complicated by the fact that there is more than one independent variable. This makes it impossible to draw, since there would be more than three axes, and impossible to calculate manually – it would have to be done using a computer.
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**Appendix 16.5  Multiple regression**

It is clear from discussions elsewhere in this book that relationships are more complex than a simple regression line with only one independent variable. The quantity demanded of a product \((Q_x)\), for example, depends not only upon the price of the product \((P_x)\) but also income levels \((Y)\), tastes \((T)\), the prices of other goods \((P_y)\). These can all be incorporated into the analysis (provided we have data on them) by estimating a multiple regression line:

\[
Q_x = a + bP_x + cP_y + dY + eT
\]

The technique is similar to the above but complicated by the fact that there is more than one independent variable. This makes it impossible to draw, since there would be more than three axes, and impossible to calculate manually – it would have to be done using a computer.

**Appendix 16.6  Non-linear functions**

It is possible to extend the analysis to estimate non-linear relationships. As indicated above, there are two types of non-linear functions:

1. **Functions which are linear in the coefficients but non-linear in variables:**

\[
Y = aX^3 + bX^2 + cX + d
\]
Such a function can be estimated using the method of OLS by ‘creating’ new variables – for example $Z = X^3$ and $V = X^2$. These can be calculated as new columns in the spreadsheet and included in the estimation of multiple regression:

$$Y = aZ + bV + cX + d$$

2. *Functions which are linear in variables but non-linear in the coefficients:*

$$Q = aP^b$$

This type of function can be estimated using OLS by taking logs of the function:

$$\log Q = \log a + b \log P$$

This transforms the function into one which is log linear and estimation of multiple regression can take place, but care must be taken in the interpretation of the estimated coefficients.

These techniques are beyond the scope of this book but most spreadsheet packages on computers will calculate these very easily for you.

**Appendix 16.7 Testing regression lines**

Only two tests of the regression line are considered here but there are many more tests than this – for autocorrelation and multicollinearity, for example. These would be covered in an advanced statistics book. The two tests covered are the most important ones:

1. *t tests on the regression coefficients*. Each estimated coefficient in the regression equation should be tested for statistical significance – that is, whether the value of the coefficient is equal to 0 or not. This is tested by using a t test. If a t test concludes that the intercept term is equal to 0, then the intercept term does not exist and the regression line passes through the origin. The intercept term is therefore not statistically significant in that regression equation. If a t test concludes that $b$ the coefficient on $X$ is equal to 0, this implies that the variable $X$ is not significant in the regression equation – in explaining $Y$. t statistics for each coefficient can be calculated manually or will be given on the computer regression printout. See Table 16.2 for an example of output from Excel. The rule of thumb for the t test is that if the t statistic is less than –2 or greater than +2, the coefficient is statistically significant and does have a place in the regression equation.

2. *The coefficient of determination (r squared)*. This measures the overall explanatory power of the regression equation. For example, an $r$ squared of 0.978 means that 97.8 per cent of the variation in the dependent variable is ‘explained’ by the regression equation. Again, Table 16.2 gives the printout from Excel.

Computer packages give very detailed printouts which contain a number of statistics which would be used to test the statistical validity of the regression analysis.
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